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Preliminaries

Before the thesis starts, please read the following technical preliminaries.

The thesis is written in British english. Titles of references might deviate from
this.

The thesis makes use of mathematical symbols and abbreviations. Mathematical
symbols are emphasised by the use of italics (e.g. ), while the abbreviations are
written in capital letters. Usually, if an abbreviation appears for the first time in
the flowing text it is parenthesised; alternatively the relation is emphasised by a
word like denoted or for short. Moreover, some chemical notes are used that are
treated like abbreviations. Reading is facilitated by repeating the long version of an
abbreviation, if has not appeared over some pages. Moreover, common abbreviations
are used like e.g., i.e. etc.

The thesis is structured in levels of chapters, sections, etc. The internal cross ref-
erences are abbreviated with Ch. regardless of the level. Moreover, several equations
(Eq.), figures (Fig.) and tables (Tab.) are used. Cross reference to Eq. , Fig. and
Tab. are indicated by two numbers: the first indicates the chapter and the second
the number of the item in the order of appearance of the corresponding type.

The thesis comprises a table of content as well as lists of figures, tables and
abbreviations. Note that the captions of tables and figures can deviate from the
entries in the lists, which is due to a lack of space. The list of abbreviations contains
a column, which indicates the page of first appearance, except from those introduced
here.

The thesis makes extensive use of units to describe particular entities. Some

notes have are necessary on this:

1. Energy units used in this thesis are either in Joule (J) or Watt hours (Wh);
note that one Wh equals 3600J. If a particular form of energy is considered

this is indicated by a subscript: electricity (e), thermal (t) and hydrogen (H,).
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2. The magnitudes used in this thesis are quite large so that appropriate scaling
units are required. Physical units are scaled by the use of kilo (k=10%), mega
(M=109), giga (G=10?), tera (T=10'2), peta (T=10'2), exa (E=10'8) and
zeta (Z=10?1). Monetary units are in $US. They are scaled by the use of the
Chuquet system: million (mil. =109), billion (bil. =10%) and trillion (tril.
=10'2). Moreover, sometimes the use of small monetary units is required:
mills$US equal 0.001-$US. If $US is extended by a subscript this indicates the

base year for deflation.

3. Weight and length units are given in the metric system. Tons denote metric
tons; i.e. 1000kg. The use of barrels (bbl) is the only exception from the metric

weight system.

In mathematical formulas the use of & denotes the derivative od x with respect

to time.



Foreword

This thesis is the outcome of four and half years joining Potsdam-Institute for Cli-
mate Impact Research (PIK). It evolves from my interests in economics as well as
engineering sciences that are prominent in the climate change research arena.

In some sense this work is the further development of my Diploma on Extreme
Climate Events and the Carbon Cycle. Here the focus has been on the level of
emission mitigation using a Ramsey-type model integrating the climate system de-
veloped by William D. Nordhaus. In the end it becomes clear that preventing such
events requires a detailed look at technologies.

Admittedly, my theoretical foundation on Ramsey-type models has been limited
at that time. In the last few years this has changed to some extent. It became clear
to me that Ramsey’s quest for the optimal consumption and saving decision is fun-
damental in economics. It becomes an highly important question, if environmental
problems shall be solved by using several technologies. This is not only a matter of
technology choice, but also a matter of economic growth and income distribution,
which in turn are essential in economics.

My attention was attracted to carbon capture and sequestration at the Interna-
tional Energy Workshop 2001 in Laxenburg. James Edmonds gave a presentation
on that issue in which he emphasised the huge amount of carbon that has to be
treated in technical facilities instead of emitting it into the atmosphere. My first
impression from that idea has been a mixture of laughter, mock and denial, which
lead me to investigate it further. Now I learned a lot of interesting things about the
technology and geology and issues surrounding these sciences. From an economic
point of view this technology can make a contribution to climate protection, but I
still have my doubts.

Integrating the carbon capture and sequestration technology into the Ramsey-

type MIND model revealed the relationship between technologies, growth and in-

1ii
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come distribution in a carbon constraint world. This has been combined with the
development of SimEnv, an environment that allows the computation of extensive
sensitivity analysis developed at the Data & Computation Department at PIK. This
and the power of a parallel computing machine allowed the computations presented
in this thesis, which provide deeper insights into the quantitative and qualitative
behaviour of the MIND model.

It can be said that this thesis is the outcome of an interesting and policy relevant
scientific question that is answered by combining economic theory, climate science,
engineering, geology and computation. This thesis gained a lot from people to who
I want to address some thankful acknowledgments.

First of all I want to thank Ottmar Edenhofer for patience, ideas, discussion and
support in various ways. I also thank Carlo Jaeger for the freedom to do all that
work and for some very interesting thoughts and hints.

Next, I want to thank Michael Pahle, Christian Flachsland, Elmar Kriegler and
Hermann Held for corrective actions, discussion and problem solving capacity. For
helpful discussions and problem solving capacity I thank Marian Leimbach, Katrin
Gerlinger, Kai Lessmann, Gerhard Petschel-Held, Matthias Liideke, Jiirgen Schef-
fran, Jirgen Kropp, Klaus Eisenack and Thomas Kleinen. I want to thank Claus
Rachimow and Michael Flechsig for SimEnv support.

I want to thank some friends for being patient, supporting and let me know the
other things in life; the list is too long and I'm afraid of forgetting somebody, who
would become angry. Then I want to thank all those people, who made the very
good music I listened to, while I wrote this thesis; this list is very long too and I
leave it with the advise to listen to Alice Donut and On the Might of Princes while
writing text and Kyuss while writing code.

Lastly, I want to thank my family for patience and support.
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Chapter 1

Carbon Capturing and

Sequestration

1.1 Economy, Energy and Climate Change

Sustainable economic growth is lively discussed in economic sciences. The discus-
sion inter alia aims at identifying factors that could reduce economic growth and
even lead to negative growth rates. Scarcity of fossil fuels delivering energy to the
economy and the limited potential of the natural system to absorb the by-product
of the use of fossil fuels — namely carbon dioxide (COy) — are considered as such
factors. To reconcile the discussion assume for a moment that fossil fuels are the

only energy source.

Suppose that fossil fuels are plentiful. If the natural system is able to absorb
large amounts of CO,, then there is simply no problem to sustainable development
regarding fossil energy use. If the natural system is assessed to have a low absorbing
capacity of CO,, then the problem is that the use of fossil fuels is limited in order to
avoid negative environmental effects. Limitations on the emissions of CO4 lead to
negative economic impacts depending on the flexibility of the economy to substitute

fossil fuels. This frames a fossil fuel rich, atmosphere scarce economy.

If fossil fuels are assessed to be scarce, then the problem of climate change is
solved automatically because there are not enough fossil fuels to pollute the atmo-
sphere. In that case the problem of sustainable development is one of fossil fuel

scarcity. This economy is framed as a fossil fuel poor economy.
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In fossil fuel poor as well as fossil fuel rich, atmosphere scarce economies the
relationship of energy and economy is crucial. In these settings sustainable growth
is achievable, if the economy is able to substitute energy by capital and labour or to
develop a production structure that allows to direct technological change towards
fossil fuel saving technologies. If sustainable growth is not achievable the distribution
of less growing economic output would be directed to fossil fuel suppliers at the

expense of labour and capital.

The energy problem could also be framed as one in which economic acteurs
are additionally able to increase the amount of fossil fuels through exploration and
development (E&D), improvements of mining technologies and the deployment of
new energy technologies. The solution of fossil fuel scarcity during the 1970ies has
been mainly one of E&D, substitution and saving. Although considerable efforts
have been undertaken to develop renewable and nuclear energy sources, the global
energy system still depends heavily on fossil fuels. Moreover, the nuclear fission
strategy failed inter alia to develop reliable breeding technologies to overcome the
problem of uranium scarcity; nuclear fusion is unlikely to become available before
2050. Saving and substitution have made a contribution towards an increasing
energy productivity, but growth of population and economic activity exceeded that,

which leads to increasing fossil energy use and CO5 emissions.

The historical evidence suggests that fossil fuels will remain the back-bone of the
global energy system, although renewable energy technologies exhibit steady cost
reductions and growth rates of deployment. Fossil fuels are easy to use, the reserve
estimates promise huge amounts and the energy system related infrastructure is
locked-in in fossil fuels. These are not good news for the climate system because it

indicates increasing COy emissions.

During the discussion of fossil fuel scarcity another problem became evident:
local and regional air pollution mainly due to sulphur dioxide (SO2) and nitrogen
oxides (NOy) emissions from fossil fuel use. This problem has mainly been solved by
cleaning the emissions of fossil fuels using flue gas de-sulphurisation (FGD), catalysts
etc. This has been economically meaningful because cleaning fossil fuels has been
less costly than doing without.

Some scientists of energy, environment and economy see this as one step of a

deep-lying process: as the economy grows the energy demand increases, which leads

to environmental problems that act on ever larger scales of space and time. Since
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fossil fuels remain the energy of choice that lead to these environmental problems,
the task is to reduce the corresponding emissions by cleaning fossil fuels. From this
point of view de-carbonisation of fossil fuel emissions is a natural step that has been
preceded by FGD. The main differences are technical and are related to the physical
properties of the pollutant and the amount of removed pollutants that have to be
treated.

Removing CO, instead of emitting it into the atmosphere is called carbon cap-
ture. Sequestration means that the captured CO5 has to be removed by a process
to some place, from where it does not leak into the atmosphere. This leads to the
term carbon capture and sequestration (CCS). Carbon capture is a technical process
that requires considerable amounts of capital and energy. Several approaches are
already discussed. Sequestration of COs in deep-lying geological formations or the
deep ocean are discussed alternatives. Ocean sequestration is considered to be a
leaky alternative and itself could lead to environmental damages. Sequestration in
geological formations — considered in this thesis — seems to be less risky and easier
to handel from an administrative point of view, since avoided CO5 emissions have

to be accounted in some way.

Although the historical evidence is in favour of fossil energy carriers, scenarios
on future development of energy and economy see the peak of fossil energy use as
late as the middle of the 22" century. Due to fossil fuel scarcity the global energy
system has to switch to alternative sources and technologies of energy production to
support economic growth. Therefore, the historical experience of using and cleaning
fossil fuels is limited — more or less — by the scarcity of fossil energy carriers. At
some point in time renewable energy sources are considered mature enough to enter

the energy system at rapidly growing market shares.

Although fossil energy carriers are scarce, the corresponding CO4 emissions with-
out CCS would be a multiple of the CO, actually present in the atmosphere. This

is considered to possibly lead to catastrophic changes of the world climate.

CCS and renewable energy are two alternatives to address the climate problem
from the energy supply side. Aiming at stabilisation of the world climate the major
problem of the renewable energy strategy is that their pre-mature introduction would
require enormous efforts in order to decrease the costs to the competitive level.
The corresponding reduction of energy supply could lead to economic losses that

are unbearable, although they are temporary. The use of CCS is considered to
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enhance the supply of clean energy and therefore to overcome the energy supply
shortage. The costs of carbon capture, possible leakage of CO5 and the deceleration
of investment related cost reductions of renewables question this option.

This leads to the main question of this thesis: is CCS an option to buy time in
order to shift the climate induced transition to a renewable based energy system?
The question assumes that the shift towards renewables is inevitable in the long run,
if fossil fuel scarcity induces this transition. The pressure from the climate system
leads to a pre-mature transition and CCS could defer this pre-maturity towards its

natural timing.

1.2 Guiding Questions

The thesis is organised around six guiding questions (GQ) that will be introduced

next:

1. Is CCS an option to buy time? This question aims at the role of CCS in
a long-term climate protection strategy whether it is temporary or long-term

solution or used at all.

2. Is the result robust? This question aims at the changes of model outcome

Sunder varying exogenous model parameters.

3. What is the relationship between CCS and other COs; emission mit-
igation options? This question asks for an integrated emission mitigation

strategy that takes account of several options.

4. What are the opportunities and risks of pursuing CCS? This ques-
tion is related to an assessment of the economics and technology. It is ad-

dressed by an literature review.

5. What is an appropriate way to model CCS? This question asks for the

modelling and integration of CCS into a given model framework.

6. What is an appropriate model framework for the assessment of
climate protection strategies in general and CCS in particular?
This question is related to the scope and level of detail of a model framework.

It aims at assessing model frameworks and provides a plan for further research.
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Table 1.1: Overview of the thesis by guiding questions and chapters. Crosses x indicate that a

chapter deals with a guiding question.

GQ1 GQ 2 GQ3 GQ 4 GQ5 GQ6
Option to | Robust | CCS & other | Opportunities | Modelling | Frame-
buy time | result options & risks CCS work
Ch. 2 Setting X X X
Ch. 3 Ramsey X
Ch. 4 MIND1.0 X X X
Ch. 5 CCS details X
Ch. 6 CCS module X X
Ch. 7 Results X X X
Ch. 8 Conclusion X X X X X X

1.3 Plan of the Study

The thesis has a considerable scope in terms of the number of pages as well as the

variety of issues addressed. Therefore, a guide for reading is given precedence of the

main body of the thesis.

The remainder of the thesis is structured in seven chapters. Tab. 1.1 summarises

the thesis by combining the guiding questions and the chapters.

e Setting the Scene Ch. 2 introduces the problem of climate change and op-

tions to deal with it. It encloses the overall set of options to CO4 emission
mitigation options. The issue of different data sources and criteria on model
behaviour is discussed. Afterwards modelling approaches are introduced that
assess COy emission mitigation options with a particular focus on CCS. It is
concluded that hybrid models of endogenous economic growth with an inte-
grated climate model and explicit representation of the energy system are the

most appropriate framework to assess CO, emission mitigation options as well
as to integrate and assess CCS. This chapter deals with GQ 3, GQ5 and GQ 6.

The Ramsey Model Ch. 3 introduces the Ramsey model of optimal
consumption-saving decisions that is the back-bone of the hybrid model frame-
work. The model, the analytical solution and the interpretation are recapit-
ulated. After a discussion of the suitability of the Ramsey model to assess
climate change three extensions of the Ramsey model are developed. These
extensions serve as a basis to discuss issues of integration of stock pollution,

the integration of the energy system and endogenous growth. This discussion
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contributes to GQ |6.

MIND1.0 Ch. 4 introduces the Model of Investment and Technological De-
velopment Version 1.0 (MINDI1.0) model structure and the assumptions of
exogenous model parameters. This model integrates the main CO, emission
mitigation options. Within the model framework an exogenous path of CCS
is assumed that peaks in the middle of the 215 century in order to assess the
potential to reduce the economic losses of COy emission mitigation (GQ [1)
and the relationship of CCS to other options (GQ 3). Several problems of the
modelling framework are also discussed (GQ 6).

Techno-economics and Geology of CCS Ch. |5 introduces the techno-
economic and geological issues of CCS. This chapter provides a detailed in-
troduction and discussion of the CCS option by reviewing the literature. Tt
discusses the opportunities and risks of CCS on a broad basis (GQ 4). More-
over, it serves as a basis for the integration of CCS into the MIND model.

Modelling CCS Ch. 6 introduces the approach for modelling and integration
of CCS in order to set up the model MIND1.1. It discusses the main advantages
and drawbacks of the approach. This chapter contributes to GQ 5 and GQ|6.

Results Ch. 7| presents the results of MINDI1.1. It is found that also as
endogenous modelled CCS is an option to buy time, but the robustness of this
finding is questionable, if exogenous parameters are varied. Therefore, the
model is analysed using sensitivity and Monte-Carlo analysis. The analysis
reveals that the result is robust against changes of several parameters over
broad ranges. The robustness becomes questionable for variation of parameters
that affect the growth of the potential use of renewable energy. This chapter
is a main contribution to GQ [1, GQ 2 and GQ 3

Conclusion and Further Research Ch.|8 summarises the thesis and draws
conclusions considering the model results as well as the discussion related
to risks and opportunities of CCS. The CCS option is discussed in relation
to other CO, emission mitigation options. Moreover, it discusses problems
regarding the modelling framework and the integration of CCS, which provides

an overview of directions of future research.



Chapter 2

Setting the Scene

2.1 Introduction

This chapter serves to introduce the problem of climate change and alternative
approaches to model economy, energy and climate interrelationships that are used
to assess climate change mitigation strategies.

In Ch. 2.2 the problem of climate change is introduced along the lines of a cause-
effect chain. This allows to identify three fundamentally different options to deal
with the climate problem. This thesis deals with one of these options, namely CO,
emission mitigation.

In Ch. [2.3 the sources and kinds of anthropogenic emissions are introduced of
which COs is found to be the most important. Since COs emission mitigation by
CCS is the primary focus of this thesis a closer view is taken on CO, emissions that
are considered to be appropriate for this option.

Ch. 2.4 introduces a portfolio of CO5 emission mitigation options including CCS.
The options are described, discussed and related to past experience.

Ch. 12.5.2 discusses the problem of multiple objectives and strategy selection.
Since climate change is one objective among others it is necessary to relate decisions
of emission mitigation to broader economic relationships that might be affected.

Ch. 2.6 discusses different sources of data for the assumption of exogenous model
parameters and criteria on the qualitative and quantitative behaviour that a model
should reproduce.

Ch. 2.7 introduces the four main modelling approaches used in the scientific

7
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Radiative Global mean

Emissions Natural cycles
g Y balance temperature

»  Impacts —————p Damages

Emission reduction | Sink enhancement
Macro-
engineering

Adaptation
Mitigation

Figure 2.1: Cause-effect chain of climate change and options reducing impacts.

literature to assess CO, emission mitigation. It discusses the main advantages and
drawbacks of the several approaches.

Ch. 2.8/ summarises the section and discusses the most important conclusions.

2.2 Cause-Effect Chain of Climate Change

In the following the essential features of climate change are given as it is of interest for
this thesis. The framing focuses on anthropogenic changes of the climate system. It
serves as a framework to structure the main options for dealing with climate change.

Anthropogenic climate change can be thought as a cause-effect chain that is
illustrated in the top row of Fig.'2.1. The anthropogenic emissions of climate relevant
substances from the socio-economic system cumulate in the atmosphere according to
natural cycles like the carbon cycle. These substances alter the radiative balance of
the earth system, which leads to a delayed change of the global mean temperature
(GMT). Increasing GMT might lead to negative impacts on the socio-economic
systems. The adaptative capacity of the socio-economic system to deal with climate
change impacts implies the damages.

Art. 2 of the United Nations Framework Convention on Climate Change (UN-
FCCC) aims at stabilising greenhouse gas (GHG) concentrations at a level that
prevents dangerous interference with the climate system and therefore aims at the
atmospheric composition. A broader approach would target the stabilisation of the
GMT or the improvement of the capacity to adapt to climate change.

The main options for addressing climate change can be distinguished into three
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different groups shown in the lower row of Fig. 2.1. First, mitigation options ad-
dress the net emissions of climate relevant substances. This includes the gross
emissions from anthropogenic sources as well as the enhancement of sinks to re-
move climate relevant substances from the atmosphere. Second, the direct control
of the radiation balance of the earth through macro-engineering. This includes
measures like placing reflectors or scatters in the stratosphere or in the orbit be-
tween the earth and the sun reducing the solar radiation incident on the earth
(Govindasamy and Caldeira (2000) and Teller et al. (1997)) or increasing the albedo
by changing the optical properties of the earth’s surface; see e.g. Hoffert et al. (2002,
p. 986) for an overview. Third, adaptation aims at appropriate reactions to climate
change. This includes the building of dams, change of agricultural practises as well
as institutions that manage compensation of climate related damages and risksH
This thesis deals with CO5 emission mitigation options aiming at the stabilisation

of the GMT. Other options introduced above are not considered.

2.3 Climate Relevant Atmospheric Substances

The atmosphere is a mixture of gases and particles that influence climatic condi-
tions on earth. Concentrations of some of the gases and particles alter the radiation
balance of the atmosphere. There are two different groups of climate relevant emis-
sions that have been identified to be relevant for climate change and originate from
anthropogenic source: greenhouse gases GHG and aerosols. These climate relevant
substances differ with respect to the sign of influence on the radiative forcing as well
as the lifeptime in the atmosphere. This latter feature also implies differences with
respect to the regional scale of changes of the radiative forcing; i.e. the shorter the
residence time in the atmosphere, the more limited is the spatial impact on radiative
forcing around the emission source. Substances with long atmospheric lifetimes are
considered to be well mixed at the global scale.

This thesis focuses on emission mitigation of the GHG CO; from fossil fuel com-

! An additional option discussed in some studies is called terraforming; see Fogg (1998) for a
review of Mars related terraforming. This aims at creating habitable conditions equivalent to earth
on planets other than earth through geo-engineering like triggering a run-away greenhouse effect.
Since these concepts would need at least tens of thousands of years they are out of the focus of
this thesis.
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bustion and the corresponding aerosols. Although the model used in this thesis does
not allow the mitigation of all types of climate relevant emissions, the corresponding
emissions have to be taken into account as boundary conditions.

The sources of CO, emissions are of particular interest for this thesis because
CCS is considered to be a mitigation option for large scale point sources. Hence, the
amount of COy emissions originating from such sources are of particular interest, if
the CCS option shall be considered.

In this section the types and sources of all GHG emissions are introduced in
Ch. [2.3.1. Then the view is put on CO, emissions and focus on the CO, emissions
of large point sources in detail in Ch.[2.3.2. Ch. 2.3.3 introduces aerosol emissions

and the link to fossil fuel combustion.

2.3.1 The Types and Sources of Greenhouse Gases

The role of GHGes for climate change have been understood quite well so far. GHG
absorb outgoing infrared radiation reflected by the earth’s surface, which increase
the radiative forcing and this in turn leads to an increase of the GMT. Without any
GHG in the atmosphere the GMT would be -19°C; presence of naturally occurring
GHGes increase the GMT to 14°C.

There are several GHGes that are considered to be relevant for climate change.
Six of these gases are considered within the Kyoto Protocol (KP) to the UNFCCC.
Additional GHGes are considered within the Montreal Protocoﬂ% (MP) that deals
with the so called ozone hole. Moreover, there are several gases that control the
atmospheric chemistry of GHG, but are no GHG. The following list contains the six
GHGes under the KP; see Ehhalt and Prather (2001, p. 248 — 254):

1. Carbon dioxide CO; has been identified as the most important GHG be-
cause it contributes the largest share to the anthropogenic increase of radiative
forcing and grows fastest. Anthropogenic sources of CO, emissions are fossil

fuel combustion (FFC), cement production, traditional biomass combustion
and land use change (LUC)?

2. Methane (CH,) is the second most important GHG, although the lifetime

is only about a decade. The anthropogenic sources are numerous: life stock

2Tt contains chlorofluorocarbons, hydrochlorofluorocarbons and others.
3Modern biomass combustion is not considered as a contribution to the net CO5 emissions.
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in the agricultural sector, rice production, oil and natural gas extraction and
transportation, combustion of biomass, landfills, coal mining and sewage; see
also Chesnaye et al. (2001).

. Perfluorocarbons (PFC) is a group of GHG that does not occur in natural

cycles without anthropogenic emissions and have very long lifetimes of more
than 10000 years. The sources are semi-conductors, aluminium production
etc.; see also Harnisch et al. (2001).

Sulphur hexafloride (SFg) is characterised by very long atmospheric res-
idence time of about 3000 years. SFg stems exclusively from anthropogenic
activities and the sources are the production of windows, magnesium and tires,

gas insulated switch gears, etc.; see also Harnisch et al. (2001).

Nitrious oxide (N2O) stems to the largest part from rice production and to

a minor share from industrial processes; see also Gale et al. (2001).

Hydrofluorocarbons (HFC) is used in refrigerators and air-conditioners hav-
ing atmospheric lifetime between decades and centuries. Some HFCs are also
controlled by the MP.

Fig. [2.2| gives an overview of the emissions of all GHG in 2000 on the basis of

carbon equivalent emissions using the concept of global warming potentials. This

concept aggregates the different features of GHGs to allow comparison of the emis-

sions on a common basis; see Ramaswamy (2001, p. 359). The emissions from cement

production are contained in the FFC category and traditional biomass combustion

is subsumed under LUC.

The emissions of CH, and nitrous oxides contribute considerably to the total

GHG emissions. Nonetheless, CO5 emissions is by far the largest single source. In
turn FFC is much larger than LUC related CO4 emissions.

The GHGes lead to an increase of the radiative forcing. Ramaswamy (2001,

p. 351) assessed the increase of radiative forcing in 1998 due to the anthropogenic

induced increases of GHG concentrations at 2.4%.
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Figure 2.2: Anthropogenic emissions of GHG in 2000 using global warming potentials. The total
carbon-equivalent GHG emissions have been 10.6GtC. Source: based on/Ehhalt and Prather (2001,
p. 244 — 254).

2.3.2 CO3 Emissions from Fossil Fuel Combustion

In the following the focus on the sources of CO5 emissions from FFC. They are
limited to large point sources that are differentiated by industrial sectors and by
region because CCS is an option that is thought to be applied at large scale industrial
operations mainly in developed countries.

Gale (2002) focuses on the emissions from 14641 single industrial COy emission
sources worldwide. These accounted for 3.67GtC CO4 emissions in 2000; this is 55%
of all FFC. The study distinguishes these emissions by region and type of industrial
use. The corresponding figures are given in Fig. [2.3.4

4The numbers in that figure are not without problems. The emissions of China from large
point sources with 0.92GtC are very high. BMWi (2003, p. 16) reports 0.75GtC for Chinas total
emissions in 2000. The Chinese statistics are known to be questionable; e.g. the increase of coal
use in the statistics has been 28% from 2001 to 2002; see BP (2003, p. 33), which comes with
an increase of COy emissions of 0.17GtC; see BMWi (2003, p. 16). For comparison, the total
COg emissions in Germany in 2000 have been 0.25GtC and in the United Kingdom (UK) also
0.17GtC; see BMWi (2003, p. 16). Moreover, the emissions from cement plants also seem high.
The figure implies 0.55GtC emissions from cement plants. According to Hendriks et al. (1998) and
Thambimuthu et al. (2002, p. 32) the global cement related carbon emissions in 1994 have been
0.3GtC. The numbers include all emissions from cement production; i.e. calcination and fossil fuel
use.
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Figure 2.3: CO, emissions of large point sources by region and industry. Source: Gale (2002,
p. 17).

COs emissions from large scale industrial sources cover a considerable share of
the total COy emissions. The major source are power plants, which account for
more than half of these emissions. There are some processes that are interesting
for carbon capture because they offer low capture costs; see Ch. [5.1. This includes
hydrogen production, ammonia synthesis, chemical production and gas processing.

The regional distribution of CO, emissions shows that a considerable share is
located in industrialised countries. Some 35% of that figure are within the countries

that already have ratified the Kyoto protocol.

2.3.3 The Special Role of Aerosol Emissions

The role of aerosols is by far less well understood compared to GHGes. Aerosols
are particles like dust or sulphates. They remain in the atmosphere for short time
periods of less than a year and are therefore not well mixed. Aerosols have direct
and indirect effects on the radiative forcing.

The direct effect is the absorbtion of incoming solar radiation, which decreases
the radiative forcing and in turn decreases the GMT. This implies that aerosols lead
to short-term regional cooling effects. But there are also some aerosols — like black

carbon — that are considered to lead to increases of the GMT. The indirect effect of
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aerosols is related to the formation of clouds, which in turn alter the reflection of
incoming solar radiation, which decreases the radiative forcing.

Aerosols from anthropogenic sources considered with respect to the radiative
forcing are those related to the combustion of fossil fuels and biomass. Penner (2001,
p. 291) assessed the actual reduction of radiative forcing through the direct effect
of aerosols from fossil fuel combustion in the range 0.1 — 1.0% and from biomass
combustion in the range 0.1 — 0.5%.

West et al. (1997) assessed the effect of aerosols within an integrated climate-
economy framework. They found that various aerosol emissions are compatible
with a particular energy scenario and that in high aerosol scenarios especially the
Northern hemisphere is affected by the cooling effect. The computations indicate
that the increase of the mean temperature of the northern hemisphere is 0.7°C higher
than in the southern hemisphere in climate protection scenarios.

The cooling effect of anthropogenic aerosol emissions from fuel combustion can
not be seen as an option for climate change policies. The aerosols — espec. sulphate
emissions and carbon-particulate matter — lead to considerable local and regional
health and environmental effects; see WBGU (2003, Ch. 2).

2.3.4 Summary

There are several substances emitted into the atmosphere from various sources with
different characteristics. CO4 emissions from large scale industrial sources represent
a considerable share of all anthropogenic GHG. The warming effect of long-living
GHGes is partially offset by short-lived aerosols that are a by-product of fossil fuel

and biomass combustion.

2.4 The Options of CO,; Emission Mitigation

2.4.1 Introduction

This thesis focuses on CO, emissions mitigation options that could be achieved
using various options. These options can be structured using the Kaya-identity;
see Kaya (1990). The Kaya-identity is a decomposition of the atmospheric COq

emissions (COxq tmo) during a period from FFC into several basic determinants. For
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this thesis an extended version of the original Kaya-identity is usedH

COsatmoe CO, PE  GWP

CO2atmo = CO, PE GWP POP - POP. (2.1)

Explanation starts with the most right hand term:

1. POP is the population that is an indicator for the size of the overall economy;
see Ch. 2.4.2.

2. GWP/POP is the per-capita income, where GWP is the global world prod-
uct, and describes the level of economic activity; see Ch. [2.4.3.

3. PE/G WP is the energy intensity that characterises the primary energy (PE)
needed to produce a unit of GWP; see Ch. 2.4.4.

4. CO,/PE is the carbon intensity, which describes the CO, emissions per unit
of PE used; see Ch. 2.4.5.

5. COs 4tmo/COs is the carbon emission intensity and is the fraction of all pro-
duced CO5 that is emitted into the atmosphere. If CCS is applied it is less

than one. This factor has not been considered in the original Kaya-identity.

The (extended) Kaya-identity is a heuristic tool that helps to structure CO,
emission mitigation options because they are related to the determinants of CO,
emissions into the atmosphere. A problem related to this identity is that the fac-
tors are not independent; e.g. carbon capture requires additional PE and therefore
lowering the carbon emission intensity leads to increasing energy intensity.

The following discussion relates the determinants of CO4 emissions to options of
CO5 emission mitigation. The discussion includes a general assessment of the CO,
mitigation options and past experience as well as the most important interrelation-

ships between the determinants.

STaking the logarithm of the identity and computing the total derivative with respect to time
gives the identity in growth rates. On the left hand side are the growth rates of atmospheric CO4
emissions and on the right hand side is the sum of the growth rates of the determinants of CO4

emissions.
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2.4.2 Population

Lowering the growth of atmospheric CO4 emissions through population control aims
at reducing the fertility rate. This is related to at least four issues.

The first issue is related to the problem that a normative statement aiming at
the best outcome of the individuals of a population should consider the number of
individuals as given or as a variable that could be influenced. From my point of view
this question cannot be decided on the ground of scientific arguments, because this
would require to answer the question whether one can derive an optimal solution of
the aggregate welfare of individuals by excluding some individuals.

The second issue is related to the assessment of policies that would be necessary
to reduce the fertility rate, if one accepts the use of population control. Without go-
ing into details the negative impacts of population control as well as the significance
of such policy intervention into the privacy of individuals seem not to be justified
by the impacts of climate change and the availability of alternative options.

The third issue is related to the interdependency with other determinants of
the Kaya-identity, espec. the per-capita income. This phenomenon discussed as
demographic transition, which proposes that economic growth decreases fertility
rates and increases life-expectancy, which implies a temporarily growing popula-
tion; see Nakicenovic and Swart (2000a, p. 192 — 200). This suggests to represent
that link in models of long-term economic growth. Nakicenovic and Swart (2000a,
p. 112 — 113) propose to deal with this phenomenon in models by combining the
exogenous assumptions of population growth, economic development and other pa-
rameters based on expert knowledge in order to formulate consistent scenarios.®
Murota and Ito (1996) assess the option of accelerating economic growth to decel-
erate population growth endogenously by in order to reduce CO, emissions.

Fourth, the link between population growth and economic development is the
relationship between population and labour force. Models used to assess CO4 emis-

sion mitigation assume a constant ratio between population and work-force, hence,

6For example, the Special Report on Emission Scenarios (SRES) scenarios of population are
related to economic development. The high population A2-scenario is characterised by slow eco-
nomic growth and low regional income convergence. The low population Al and Bl-scenarios
are characterised by high and medium economic growth, respectively, and considerable regional
income convergence. This is in accordance with the empirical finding that lower income levels tend
to favour higher fertility rates. See Fig. 4.5 on p. 99 for the scenarios.



2.4. THE OPTIONS OF COy; EMISSION MITIGATION 17

ignoring important phenomena of demographic development and its implications on
the amount of labour and the redistribution of income. There are at least two points

to note, which are not yet addressed in studies on model climate change:

1. Aging The aging society in OECD countries% implies a smaller labour force,
while the number of retired persons increases. The problem will become most
important, when the so-called baby-boomer generation will retire. This will
lower the labour force considerably and increase the need for redistribution of
income, because these people are entitled with claims on pension funds; see
Fougere and Merette (1999) and Stiller (2000) for studies on several OECD
countries.® This issue is related to energy and climate protection strategies,
because income redistribution competes with saving that is need to finance

investments in new technologies.

2. High fertility countries Several low income countries exhibit high fertility
rates. Since increased household size at low income levels is in conflict with
child education, these economies might decrease schooling in order to increase
household income. The short-term behaviour might hamper the process of

income convergence in the long run.

In summary, population control is indefensible on scientific grounds, the related
instruments are highly questionable and the effect on emissions is unclear. However,
it is questionable to ignore the interrelationship between demographic development
and per-capita income that shall be addressed in future modelling efforts. Although
the structure of demographic development is changing over long time scales, the
population number should be assumed exogenously in models that address normative
questions. For a broader discussion see e.g. O’Neill et al. (2001, Ch. 2, 4 and 6) and
Simon (1996, Ch. 15 — 18 and p. 578 — 616).

2.4.3 Per-Capita Income

The option of controlling the atmospheric CO, emissions via per-capita income aims

at decreasing growth of production factor use or the growth of labour productivity.

TOECD is Organisation of Economic Cooperation and Development.
8Up to my knowledge there are no studies on aging in China. This is worth to note since

population control policies lead to an aging China at a considerably lower income level than OECD

countries.
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Proponents of this option relate the arguments to issues of life-style and critique
of mass-consumption society. In this view high constant economic growth rates
give rise to a myriad of problems like individual isolation, health problems and
dissatisfaction; see e.g. Umweltbundesamt (1997). Moreover, the material basis of
economic growth is exhausted at a too rapid rate, which would increase problems
in the long run; see Koopmans (1974). In general, higher emissions are seen as one
indication of a deeper lying problem.

Two different kinds of critique question this option. The first kind of arguments
is based on welfare considerations and the second kind considers arguments related
to the dynamics of production processes.

Welfare arguments are related to social conflicts in general and the low income
levels in developing countries in particular. Economic growth is seen as a way of
solving distributional conflicts by increasing the total income that has to be dis-
tributed. Moreover, the average income levels in developing countries are at a level
that is too low to provide a valuable life for all individuals, even if the total income is
distributed equally. Therefore, the option is seen to lead to too serious economic im-
pacts compared to the benefit from reduced environmental damages. This argument
questions the political feasibility of this option; see e.g. Edenhofer et al. (2004c).

Arguments considering the dynamics of the production process are related to
the relationship between the structure of production and the level and growth of
economic activity. The basis of this arguments is that the determinants of the
Kaya-identity are not independent from each other.

The feedback relationship between pollution and the level of economic
activity in the scientific literature is discussed along the hypothesis of the
Environmental Kuznets curve (EKC)E The EKC hypothesis says that there
is an inverted U-shape relation between the level of affluence and the level
of pollution of an economy. A variety of arguments regarding the EKC-
hypothesis can be found in the literature; see e.g. Brock and Taylor (2004),
Copeland and Taylor (2004), Deacon and Norman (2004), Gerlinger (2004),
Stern (2003) and Reusswig et al. (2004). Ch. [3.6.1/ provides a contribution to the

EKC discussion on theoretical grounds.

90riginally, the negotiations of the North American Free Trade Area initiated the discussion
that was related to trade in products with differing environmental pollution characteristics and

regional pollution problems.
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Different from that increasing the economic growth rate would increase the
turnover of physical capital stocks, which in turn leads to accelerated replacement
of older — hence inefficient — production technologies. Pearce and Atkinson (1993,
p. 106) found that less developed countries are characterised by low depreciation
and savings rates of physical capital, while the depreciation rate on natural capital
is low. The situation is completely different in developed countries: depreciation of
physical capital and savings rates are high and depreciation rates of natural capital
are low. Moreover, accelerated growth can contribute to the development of less
polluting technologies through endogenous technical change, which will be treated
in Ch. 4.

In summary, reducing CO, emissions through the reduction of economic growth
appears to lead to serious distributional conflicts and might reduce the ability of the
economy to foster structural change, which in turn decreases the growth of energy

productivity.

2.4.4 Energy Intensity

Reducing the energy intensity of an economy aims at substituting the use of energy
inputs to produce economic output by other production factors, structural change of
the composition of the aggregate economic output as well as increasing the efficiency
of energy use. The option addresses increasing the productivity in terms of primary
energy units per value units of economic income, which includes increasing the pro-
ductivity in terms of primary energy units per unit of physical output. The broader
concept regarding value units allows for qualitative improvements of products and
changes in the composition of consumption goods.

Improving energy intensity with respect to physical productivity measures can
be found in various production processes. The production sector of pig iron
has reduced the energy input per ton by 1.4% p.a. from 1760 to 1990; see
Beer et al. (2003, p. 5). The global average conversion efficiency of electricity pro-
duction in coal fired power stations increased from 29% in 1971 to 32% in 2000; see
Moomwa and Moreira (2001, p. 238). The leading edge technology reaches 47%; the
technical potential is assessed up to 55 — 60%.

Improving energy intensity with respect to energy units per value unit is reported
for several countries. For example Hamilton and Turton (2002, p. 64) found that
the energy intensity in OECD countries decreased by 18% from 1982 until 1997,
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which is mainly attributed to decreasing energy intensities in the United States (US)
and European Union (EU) industry and service sectors. The effect of structural
change in the course of economic development has been highlighted in detail by
Schéfer (2005). With respect to climate change this option is proposed espec. by
Weizsécker et al. (1999).

An important — yet not comprehensively analysed — issue is the significance of
increasing the energy intensity, if the fossil energy system shifts from conventional
oil and gas to their unconventional counterparts. The latter sources need higher
energy input to extract the fuels and convert them into useable energy carriers; see
e.g. BGR (2003, p. 82).

The contribution of reducing the energy intensity to the reduction of CO5 emis-
sions in the future is disputed. It is without doubt that the energy intensity will

decrease, but it is unclear in how far this determinant could be influenced.

2.4.5 Carbon Intensity

Decreasing the carbon intensity of primary energy production aims at substituting
primary energy carriers leading to changes in the technologies for energy use and
conversion. The option regards substitution among fossil fuels as well as substitution
away from fossil fuels towards non-fossil energy carriers.

Substitution between fossil fuels in order to decrease the carbon intensity is
most often considered as a shift from coal to gas. The global carbon intensity of
fossil fuel based electricity production increased from 1971 to 2000 by 20% due to a
higher share of coal; see Moomwa and Moreira (2001, p. 238). The carbon intensity
depends also on the choice of various types of coals that exhibit different carbon
intensities. The carbon intensity of lignite is about 30% higher than that of hard
coal; see BMWi (2003, p. 10 and 16).

Substitution between fossil fuels is not independent from the energy efficiency.
Natural gas with a low carbon intensity is a high quality primary energy carrier that
allows higher conversion efficiencies than the lower quality energy carrier coal with
a high carbon intensity. Therefore, the energy intensity decreases, if — other things
equal — the carbon intensity is decreased due to a shift from coal to gas.

Substitution between fossil fuels and non-fossil fuels in order to decrease the
carbon intensity is usually considered as a shift towards a higher share of renew-

able energy sources or nuclear power. The global carbon intensity of electricity
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production from 1971 to 2000 decreased by 17%; see Moomwa and Moreira (2001,
p. 238). The global carbon intensity decreased by 7.4% from 1971 until 1995; see
Moomwa and Moreira (2001, p. 178).

A particular problem of assessing the carbon intensity is related to the account-
ing of primary energy consumption regarding renewable energy sources. The term
primary energy consumption suggests that a physical amount of energy is dissi-
pated. This concept is usually tied to the use of fossil energy carriers or nuclear
fission. Production of usable energy from renewable sources is by definition not a
dissipation of an energy source.

In order to make energy production comparable on the basis of primary energy
units, renewable energy sources have to be accounted in some way. There are two
different concepts. The first concept equals renewable primary energy with pro-
duced usable energy from these sources. The second concept weighs the produced
amount of useable energy from renewable sources with a conversion factor that is
taken from comparable fossil based energy production to compute the amount of
renewable primary energy. In the field of electricity production this is a factor 2.5, if
a conversion efficiency of 40% for fossil fuel based electricity production is assumed.
The numbers of Moomwa and Moreira (2001) cited above follow the first concept.
If the second concept is applied, the improvements of the carbon intensity would be
more emphasised, but the effect on the energy intensity is in the opposite direction;
see e.g. Enquete-Kommision (2002, Ch. 5).

Reducing the carbon intensity is seen as a major opportunity for the reduction
of COy emissions. This is mainly due to the possibility to change the structure

of energy supply. However, it is disputed how much energy non-fossil fuels could

supply.

2.4.6 Carbon Emission Intensity

Reducing the carbon emission intensity aims at capturing the produced CO, in order
to avoid the emissions into the atmosphere. Keeping the captured CO, away from
the atmosphere requires long-term sequestration in leak proof sites. The extended
Kaya-identity does not account for delayed emissions, if leakage occurs.

CCS can be thought as a chain of several subsequent process steps:

1. Capture CO, is captured at a point source in highly concentrated form.
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2. Compression The captured CO, is compressed as a prerequisite of pipeline

transportation and injection.

3. Transportation The compressed CO; is transported via pipeline to a par-

ticular location.

4. Injection The CO, is injected into the deep underground, which might re-

quire some additional compression.

5. Sequestration If the location is suitable for long-term sequestration the CO4
remains in that location. Leakage might occur depending on geological condi-

tions and operation of injection.

CCS is a new technology and it is open to debate how much this option could
contribute to the reduction of atmospheric CO5 emissions. Since this thesis is de-
voted to CCS, the details will be laid out in Ch. 5.

2.4.7 Discussion

For the sake of a comprehensive discussion two groups of determinants are formed.
The first group comprise population and per-capita income termed socio-economic
determinants. The second group includes, the energy, carbon and carbon emission
intensity called technological determinants.

The determinants of COy emissions had contradicting effects on the the global
COs emissions in the past as is shown in Fig. On the one hand the technological
determinants have had a negative effect on the growth of CO4 emissions and on the
other hand the socio-economic determinants have had a positive effect on the growth
of COy emissions. The socio-economic determinants overcompensated the techno-
logical determinants, which has lead to a positive growth rate of CO, emissions over
the 20" century. A detailed discussion is given in Reusswig et al. (2004).

The assessment of options above suggests that controlling the CO, emissions via
the socio-economic determinants is highly problematic due to ethical and political
objections. If these determinants are expected and desired to increase over the
course of the 215 century, then the technological determinants have to equal this
increase in order to stabilise the emissions and they have to overcompensate the

socio-economic determinants in order to lead to decreasing CO, emissions. Since
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Figure 2.4: Global CO, emissions and decomposition of determinants 1975 — 1998 according to
the Kaya-identity. Source: computation by Katrin Gerlinger based on data by Carbon Dioxide
Information Analysis Center (CDIAC), World Bank and International Energy Agency.

this is beyond historical experience with respect to COy emissions, it is worth to
ask which role the technology option regarding the carbon emission intensity could
play. There is positive historical experience with respect this option in field of local
and regional air pollution like SO, and NO, emissions. In several countries these

emissions decreased due to policies addressing all three technological determinants.

2.5 Objectives and Strategy Selection

This section introduces the problem to relate multiple objectives (Ch 2.5.1) and to
select a particular strategy out of a set of alternatives (Ch[2.5.2). In dynamic prob-
lems like climate change the time horizon has to be considered explicitly (Ch[2.5.3).

2.5.1 The Measurement and Relation of Objectives

Decision problems become meaningful in an economic sense, if from a set of al-
ternatives a particular choice has to be made that contributes to one or multiple
objectives. This requires the aggregation of these objectives and to relate them to
decision variables. Variables that are related to an objective are assumed continuous

in this thesis.
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There are two approaches to measure the level to which a particular objective
is reached. The first approach is to define a continuous function mapping of one or
several variables from the system into a scalar measure. The second approach is to
define a permissable domain for a variable that the system is not allowed to leave.

In static problems measures aiming at different objectives can be related to
another in three different ways: substitutive, complementary and indifferent. In
dynamic problems measures aiming at different objectives can be short-term sub-
stitutive (complementary) and long-term complementary (substitutive). This is of
particular interest for example, if investments are considered that have to be made
in on order to develop technologies that support sustainable growth in the long run
or the use of fossil energy carriers that support production but lead to future climate
change.

There are three points that have to be considered for the aggregation of objec-
tives. First, decision variables can enter the objective function directly. Second,
decision variables can affect a objective function through several functional rela-
tionships like production functions or the climate system. Third, substitutive ob-
jectives could be either aggregated using a function that allows for substitution or
the objectives could be ranked. The latter method is known as lexicographic aggre-
gation; see Roy (1952), Chipman (1960), Encarnacion (1964), Encarnacion (1965)
and Sinn (1989, p. 59 — 69). Here a decision maker aims to reach a higher order
objective without paying attention to lower ranked objectives. If the higher ranked
objective is reached, the next lower ranked objective is pursued. Usually, lexico-
graphic objectives are formulated as permissible domains.

Lexicographic preferences are highly disputed in economic theory. It is justified
through Kantian ethics that allows for the formulation of absolute values. Moreover,
the complexity of the climate system and international law can serve as a basis for
the justification of lexicographic objectives; see WBGU (2003, p. 114 — 134) for
discussion of that. Nonetheless, the concrete formulation as guardrail or constraints

is a normative settingm

0The Intergovernmental Panel on Climate Change (IPCC) states: “Natural, technical, and
social sciences can provide essential information and evidence needed for decisions on what con-
stitutes 'dangerous anthropogenic interference with the climate system’. At the same time, such
decisions are value judgments determined through sociopolitical processes, taking into account
considerations such as development, equity, and sustainability, as well as uncertainties and risk”;
see Watson (2001, p. 2)
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2.5.2 The Selection of Strategies

The selection of a strategy requires a rule to choose a particular solution from a

given set of alternatives. There are at least three different rules for that.

1. Optimisation choose that element that optimises a scalar objective function.

This corresponds to the social optimal solution in economics.

2. Equilibrium This requires to compute the equilibrium of various agents that
pursue their individual objective functions. This is equivalent to the decen-

tralised market solution.

3. Tolerable Window Approach The subset of alternatives is identified,
which is consistent with the permissible domain defined by a set of con-
straints. This is known as the tolerable windows approach (TWA); see
e.g. Bruckner et al. (2003).

The social opimal solution can be compared with the decentralised market so-
lution. Under particular conditions both solutions are equivalent. Economic theory
aims at comparing both solutions and to derive statements on the need for policy
intervention. Both solutions could be a member of the solution set computed with
the TWA. If so, the solutions are consistent with the constraints defined within the
TWA. Moreover, the constraint used in the TWA could be imposed in the centralised
as well as the decentralised setting.

A special problem is related to the feasibility of a problem, if lexicographic
objectives using constraints are defined. If a solution is infeasible, there is no solution
that obeys the constraints. The feasibility of such problem is a first important finding
for the assessment of a problem. If a problem is infeasible the only way to reestablish
the feasibility is either to relax the constraints, to change the model parameters or
to allow the use of previously excluded options. Changing the model parameters

would only be justified, if this could be reached through appropriate policies.

2.5.3 Time Scales

The problem of time horizon in economic models is intimately connected to the
valuation of state variables at the end of the finite time horizon, if the economy

is intended to sustain thereafter. The long-term development of state variables
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has consequences on short-term selection of corresponding control variables. The
problem arising from extension of the time horizon is that computing time increases.

Long time horizons improve the assessment of dynamic problems for two reasons.
First, a model should take into account the inertia of the climate system because
the short-term action has to be consistent with these long-term dynamics. Second,
a long time horizon is required, if endogenous technological change is taken into
account. Both issues are discussed in the following.

The climate system is mainly characterised by state variables, which response
with considerable delay to impulses from increases of CO, flows into the atmosphere.
It is well known that the GMT approaches its new equilibrium value due to an
increase of the atmospheric CO, concentration at time-scales up to several centuries;
see Hasselmann et al. (1997, p. 358). Moreover, if the CO, concentration is reduced

to the original level, then the GMT will not decrease to its original level.

These issues of CO, concentrations and GMT are related to the assessment of
CO4 emission mitigation. If a model aims at evaluating CO5 emissions mitigation
for the 21%° century and accounts for the climate dynamics only until 2100, then it
ignores the long-term dynamics beyond 2100. Therefore, the model’s time horizon
should be extended beyond the time horizon that is of interest for CO5 emission

mitigation so that the longer term consequences are taken into account.

The issue becomes more important for the assessment of CCS, if leakage from
geological formations is taken into account. CO, that is sequestered in geological
formations could leak in subsequent periods and accumulate in the atmosphere. A
sound assessment of GHG emissions mitigation has to take into account the effect
on the climate system of such delayed CO5 emissions.

The second reason requiring models with long time horizons is related to tech-
nological change. The problem is illustrated using an example of a discrete decision
problem given in Tab. 2.1l

If we assume two technical COy mitigation options A and B are available for
achieving a moderate COs emission reduction until 2030 and one that prolongs this
with more emphasised reduction until 2100. Mitigation option A leads to little costs
for small reductions in the first period, but high costs for more emphasised emission
reductions in the second period. Mitigation option B leads to relatively high costs
in the near-term, but endogenous technological change would induce lower costs in

the longer term for the deeper emission reductions.
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Table 2.1: Costs for a discrete dynamic decision problem; the values are chosen for illustrative
purposes. The order of letters in the first column denotes the sequence of alternative strategies of
options; i.e. (A,B) means that option A is chosen in the first period and B in the second.
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The setting suggests that taking into account the emission reduction until 2030
would favour mitigation option A. If the strategy has to be chosen for the entire time
horizon, mitigation option B would be chosen in both periods. The higher costs of
application in the near-term is an investment that pays-off in the long-term.!!

Therefore, the assumption of the time horizon has an impact on the choice of
mitigation options in the short-term. This clearly favours models with time horizons
that are longer than the time horizon for which the strategy should be selected in
order to take the full effect of technological change into account.

Optimal control theory (Ch. 3) takes these effects into account by valuation of
state variables in the terminal period. The problem is to determine the price of
a unit of a particular state variable that is consistent with the long-term solution,
but this becomes untractable in complex models with various state variables and
complex dynamic processes; Feichtinger and Hartl (1986, p. 19). A solution to this
problem is to extend the time horizon of the model far beyond the time horizon
that is of interest with respect to the control variables; see Nordhaus (1994) and
Lau et al. (2002) on this issue.

2.6 Data and Calibration

The assessment of CO, emission mitigation strategies aims at quantitative state-

ments regarding the timing and extent of realising a portfolio of options. Such state-

1 The setting could also be thought as a sequential decision process: first, the decision until 2030
is done without taking into account the longer term requirements for emission reductions, which
induces to choose option A. In 2030 the choice has to be done until 2100. If the mitigation option
B is not improved by application until 2030 it is favourable to choose the static option A again,

although it would be optimal to choose option B in the non-sequential setting.
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ments require assumptions of exogenous model parameters and model behaviour for
which three sources are available that will be treated in the following.

The first source relies on quantitative studies to fit parameters based on empirical
data by using regression analysis or validation procedures (see Ch. 2.6.1). The
second source is related to techno-economic studies based on engineering studies
and economic cost calculation (see Ch.[2.6.2)). The third source is related to stylised
facts of economic growth, which are a set of empirical regularities that a model
should reproduce (see Ch. 2.6.3).

2.6.1 Empirical Studies

There are two different methods to relate exogenous model parameters to empirical
data.

The first one is to estimate parameters in econometric models and set the corre-
sponding model parameters to these findings. Usually regression equations are used

that are derived from steady state analysis like growth models; for example:
yl = Bo+ Z ﬁjxﬁ + €. (2.2)
j=1

x and y represent variables, which are assumed deterministic-exogenous and
stochastic-endogenous, respectively. The (;’s are the (n + 1) parameters, which
have to be estimated by minimising the sum squares of the stochastic error-term
>, €. There are m data points, which distinguish time periods or cross-sectional
units, e.g. firms, countries etc. Each single i is characterised by a data vector with
(n 4+ 1) entries, i.e. n entries for x and one for y. Both variables, z and y, represent
empirical data, denoted with D for which this is called DD-approach. The major
points of interest are (i) whether a model is able to fit the data and if so (ii) which
(s are significant and (iii) what their distribution parameters are. This approach
does not ask whether the model is able to reproduce the empirical time series.

The second method determines the model parameters by minimising the de-
viation of the model time paths from the empirical time series data. The set of

computed paths 4™ of a model G depends on a set of parameters «:

yM = Gl(a). (2.3)
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An optimisation algorithm searches for the optimal parameter set a* that min-
imises a goodness of fit criterion C' that depends on the deviation of y™ from em-

pirical data y?:
O = f4° — ™). (24)

Here model output is compared with empirical data and therefore called MD-
approach. This approach guarantees that a model seeks for the best reproduction of
time series data even if the system is far from its steady state. Various model variants
can be validated with respect to their ability to reproduce the data. A shortcoming
of the MD-approach is that it does not allow the application of statistical test theory
that is provided by the Gaus-Markov theorem through the minimisation of the sum
of the residual sum of squares; see e.g. Judge et al. (1988, Ch. 5). Moreover, the
computational requirements are expensive with respect to computation time.

In this thesis several studies following the DD-approach are reviewed in order to
justify exogenous model parameters. The MD-approach will be used for a validation

study of a series of endogenous growth models using the newly built model validation
environment (MOVE) in Ch.[3.6.3.

2.6.2 Techno-Economic Studies

Techno-economic studies on technologies and resource assessments rely on two dif-
ferent types of information. The first type are technical and geological studies on
physical characteristics, which could be either taken from ongoing operation, ex-
periments or from computer simulations. The second type are data on costs for
investments as well as operation and maintenance (O&M) that are required to in-
stall and operate such facilities.

Techno-economic studies are espec. valuable to assess the significance of tech-
nologies in the future that are not widely in use today. Since this thesis deals
with energy technologies not in use today several techno-economic studies will be

reviewed espec. in Ch. 5.

2.6.3 The Sylised Facts of Economic Growth

Stylised facts of economic growth are empirical regularities that have been found

in economic time series. Stylised facts are related to prices, growth rates, ratios or
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shares, but not to absolute quantities. A model should reproduce a set of stylised
facts at least qualitatively and — if possible — quantitatively.

Kaldor (1961) introduced a set of stylised facts for developed economies that are
near steady state conditions of economic growth. His considerations are related to
variables of labour, capital and income. In the following Kaldor’s stylised facts as

well as two regarding energy are introduced:

1. Labour productivity Y/L is increasing at a positive growth rate; where Y

is income and L is labour.
2. Capital coefficient K/Y is constant; where K is capital.
3. Capital intensity K/L is increasing.
4. Labour share wL/Y is constant; where w is the wage rate.
5. Interest rate r is constant.

6. Energy share ppFE/Y is decreasing; where p, is the price and F the amount

of energy.

7. Bias of technological change induces the labour productivity E/Y to
grow at a higher rate than energy productivity F/Y.

The stylised facts 1. — 5. are introduced by Kaldor. The constancy of growth
rates, labour share and interest rate imply that the economies growth path satisfies
steady state conditions. A discussion can be found in Maufiner and Klump (1996,
p. 1 -13).

Stylised fact 6. has been introduced by Smulders and Nooij (2003) and
Nordhaus (2004). Stylised fact 7. has been discussed in Edenhofer (1999). Fig. [2.5]
shows the bias of technological change for the US in the 20" century: the labour
productivity grows fast than the energy productivity.

2.6.4 Discussion

Three different sources of information for the assumptions on exogenous model pa-

rameters and the behaviour of models have been introduced. A model should be
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Figure 2.5: Biased technological change towards labour productivity and away from energy
productivity in the US for the period 1890 — 2000. The figure contains the linear fits for both time

series. Source: computation by Katrin Gerlinger.

based on empirically derived model parameters and reproduce time series of eco-
nomic growth. This means that the model parameters are in accordance with em-
pirical findings and that the model is well structured.

A great deal of research has dealt with the estimation of parameters using econo-
metric techniques and techno-economic studies. The formulation of sets of stylised
facts and building models that reproduce them qualitatively has also been advanced.
A lack of research can be identified regarding the validation of models with respect to
the question for which parameters a model reproduces a predefined set of economic
time series simultaneously. Model validation helps to improve the choice of model
formulations as well as to assume parameters that capture the overall dynamics of

the economic system.

2.7 The Major Types of Modelling Approaches

2.7.1 Introduction

This subsection introduces modelling approaches that are applied to assess CO,
emission mitigation strategies known as integrated assessment models (IAM). This

denotes models that — in a very broad sense — integrate the knowledge of at least
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two of the economic, natural and engineering sciences in one framework. Integration
means that models — developed by special branches of sciences — are coupled in order
to gain insights into the interaction of the various systems; e.g. CO4 emissions change
the climate, which in turn leads to impacts on the economy.

This section introduces the various IAM approaches and the approaches for the
integration of CCS. The modelling approaches that will be introduced in the follow-
ing capture the variety of mitigation options (see Ch.[2.4) in different ways and use
different methods for the selection of strategies (see Ch. [2.5.2).

The modelling approaches are different with respect to at least four characteris-

tics that will be considered in the following:

1. Economy The economy is modelled at different levels. There are partial
models that only capture the part of the economy that is of interest. General
models take into account interaction with the remaining economic system and
therefore allow better founded assessments of mitigation policies. Moreover,
the representation of the economy has important implications on the solution
and the evaluation of economic effects.

2. Energy System The energy system is a complex sub-system of the total econ-
omy. It supplies a good that is used by all economic entities and it demands
production factors (espec. capital and fuels). The complexity of the sub-system
arises from the combination of the several forms of energy and several alterna-
tives to transform energy from one form of energy into another. The variety
of technologies can be represented by an engineering based bottom-up ap-
proach that takes into account the details of each technology or by a top-down

approach that summarises the technologies in aggregate functions.

3. Dynamaics Economic growth, energy systems and climate change are inher-
ently dynamic processes that act on different time scales. Models integrating
these three systems have to represent the dynamic nature, which could be
modelled either as a sequence of periods or by a forward looking intertemporal

approach with perfect information.

4. Policy and Strategy The different model types deal in different ways

with the assessment of policies and strategies. There are two different ways
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analysing policy instruments in TAMs. First, in the policy evaluation anal-
ysis one is interested in the consequences of a particular policy instrument;
e.g. what is the impact on COy emissions of a 10$tU—CS tax until 2050. Sec-
ond, in the policy optimisation analysis one is interested in the optimal timing
and extent of policy variables; e.g. the optimal carbon tax until 2050. Policy
optimisation could be either done in the cost-benefit or the cost-effectiveness
mode. The cost-benefit mode computes the optimal strategy taking into ac-
count damage and mitigation costs. The cost-effectiveness mode computes the
optimal strategy for obeying a specific environmental constraint representing
lexicographic preferences. The policy variables are deduced from the optimal

result in an additional step. See Weyant (1996) for this issue.

Introducing CCS into a model is related to changes of the energy system and
the relationship to the economic and natural system. The modelling approach of
CCS has a specific dynamic structure and the application of CCS within the model
is induced by a particular CO5 emission mitigation. The following introduces the
most important modelling approaches and the way they deal with the above issues
and the modelling of CCS.

2.7.2 TAM with Mitigation Cost Functions

Models using mitigation cost functions (MCF) require at least two steps. First, the
MCF has to be defined and second a criterion for the choice of the mitigation level
has to be applied.

MCF are well known in environmental economics of cost-benefit and cost-
effectiveness assessments; see Perman et al. (2003). A MCF is a sequence of sepa-
rate projects that are ordered according to their marginal costs, which implies that
a MCF could not decrease. In studies of CO, emission mitigation the MCF deter-
mines the marginal mitigation costs to mitigate an additional unit of CO4 emissions
depending on the mitigation level. The CO4 emission mitigation level is the relative
difference between a pre-defined business as usual (BAU) scenario and actual CO,
emissions; see e.g. Hourcade (1996). The BAU scenario represents the path of CO,
emissions in the absence of the climate problem. Therefore, the economic conse-
quences of long-term CO5, emission mitigation are determined relative to a scenario

without mitigation.
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Figure 2.6: Integration of CCS into a mitigation cost curve for the United States of America
(USA) in 2030. The BAU CO; emissions are 2.3GtC. Source: [Sands (2004, p. 737).

The parameters of a MCF can be estimated from historical data regarding the
relationship between energy prices and CO5 emissions using regression analysis. An
alternative is to summarise the information of large scale economic models in a
MCEF. This implies that the MCF is a reduced form model of the more complex
model. The reason is that the large scale model might not be appropriate for the
integration with models of the natural system into a single framework.

The MCFs follow the top-down approach, since the CO5 emissions and the mit-
igation costs are represented at the aggregate level without endogenous choice of
technologies. Moreover, the MCF is a partial economic concept, because the MCF
can be interpreted as the supply for clean environment. With respect to the dynamic
structure of CCS the MCF approach does not take into account that CCS requires
large upfront investments prior to its utilisation and long lifetime of this capital.

For the sake of cost-benefit assessments a MCF can be combined with a damage
cost function (DCF) that depends on a variable like GMT or the atmospheric CO,
concentration that represents the natural system. The total cost function (TCF) is
the sum of MCF and DCF. In the following the main focus is on MCF, since this
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thesis is devoted to CO4 emission mitigation.

The introduction of CCS would simply imply changes of the MCF parameters.
This effect is shown in Fig. 2.6 according to Sands (2004, p. 737). This is a study
using a large scale model and deducing two MCF with and without CCS. The figure
indicates that CCS decreases the slope of the MCF and therefore leads to more
pronounced CO, mitigation as compared to the case without CCS, if the carbon tax
exceeds 1OO$tU—CS. This model approach does not explicitly compute the amount of

CCS. It can be derived from the MCF, if the underlying information is available.

There are two different variants for the determination of the time path of CO4
emissions mitigation. The first variant asks for the minimisation of the discounted
cumulative TCF. The second variant integrates the MCF and DCF into a macro-
economic model that maximises a non-linear welfare criterion. The MCF and DCF

are constraints that have to be taken into account by the welfare optimisation.
The Dynamics of Inertia and Adaptability Model (DIAM) belongs to the first

model variant. The time path of CO5 emission mitigation is determined by forward
looking minimisation of the cumulative discounted total costs of climate change until
2300 with perfect information. The objective function is linear in the discounted
mitigation costs. The constraints are the MCF, the DCF and a set of equations that
represent the natural system; see Ha-Duong et al. (1997). This model approach of
mitigation is partial for an additional reason: the mitigation costs do not presume

a financing source that is allocated to competing uses.

In a recent version of DIAM Ha-Duong and Keith (2003) integrate CCS into the
MCF by assuming that CCS is available at 150$tU—CS. In the example given in Fig. 2.6/
this would imply a MCF that is horizontally shaped at a carbon tax of 150%. The
amount of CCS is computed from the emission mitigation level. The cumulative
sequestered carbon is subject to leakage with a constant leakage rate and the leaked

carbon adds to the anthropogenic emissions.

The model could be run in either the cost-benefit or the cost-effectiveness mode
or an exogenous tax path can be imposed. This would imply that CCS would be
applied, if the carbon tax exceeds 150$tU—CS.

In the second variant the MCF and DCF are integrated into a Ramsey-
type growth model to determine the optimal time path of COs mitigation; see
Ch. 3 for details of the Ramsey model. In such models the costs of climate

change have to be financed from scarce income that alternatively finances invest-
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ments or welfare improving consumption. However, this approach is mislead-
ing, since the MCF is essentially a static concept that ignores that COs emis-
sion mitigation is related to investments. Examples for this variant of mod-
els are Nordhaus (1994), Nordhaus and Boyer (2000), Buonanno et al. (2003) and
Leimbach and Toth (2003). CCS has not been introduced into models of that type
and therefore they will not be pursued further.

Several IAMs based on the MCF concept are used to assess the timing and extent
of long-term CO, emission mitigation, which is at odds with the static property of the
MCF. A strength of the approach is the assessment of international climate policies
in game theoretic frameworks, where economic agents are geo-political regions; see
e.g. Buonanno et al. (2003) and Hackl and Pruckner (2002).

2.7.3 Energy System Models

Energy system models (ESM) apply linear programming (LP) methods and focus
on the optimal choice of energy supply technologies. ESMs are used as planning
tools since the 1970ies. The first application of ESM for the assessment of energy
related issues has been reported in Héfele (1976). The two main families of ESM —
MESSAGE and MARKAL — are derivatives of that basic model.

ESM are based on linear relationships that represent key characteristics of various
energy supply technologies according to the bottom-up approach. These character-
istics include investment costs, operation & maintenance O&M costs, conversion
efficiencies, technical lifetimes, emission coefficients etc. pp. Moreover, ESM are
able to represent features of the energy system that are related to the technical
interrelationships between energy facilities that are taken into account in the model
solution.

The objective function of an ESM is to minimise the discounted costs of energy
production over a time horizon until 2050 or 2100 subject to a fixed energy demand.
The model chooses forward looking the cost-minimal energy supply mix over the
planning horizon with perfect information.

The investment costs describe the costs in monetary units needed to add a unit of
capacity; e.g. 12005%,\;e for a coal fired power plant. The available capacity (e.g. 1kW)
describes the potential output for a year of operation (e.g. 1IkW, - 7000% = 7%)
The capital goods are combined with the input fuels using a Leontief production

function. If the conversion efficiency is 40% the corresponding primary energy con-
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sumption for the example is - - 7MWhe — 17 sMWhe * The CO, emissions depend on
0.4 y y

the carbon intensity of the fuel and are a by-product of energy production. If; for

example, the input is coal with an carbon intensity of 94 k\%\% the corresponding COq
emissions are 941{\*3;;]—0][1 . 17.5% = 1.6%. This modelling approach guarantees that

input-output ratios are consistent with physical capacity constraints and the laws
of thermodynamics. It is possible to take into account several emissions like NO,
SO, etc. related to the same process. Moreover, the framework is able to integrate

technologies with multiple outputs like combined heat and power CHP.
The introduction of CCS is simply done by introducing energy technologies

with the corresponding techno-economic characteristics. The captured CO, has
to be transported and injected. The corresponding process steps are integrated
into the model framework. The data about costs and technical features of the
technologies can be taken from techno-economic studies. Examples for this are
Gielen and Podkanski (2004) and Riahi et al. (2004). The problem is that long-
term consequences that arise from leakage are not taken into account because ESM

do not integrate the climate system and the time horizon is usually not long enough.

In a seminal paper Messner (1997) introduced learning by doing (LBD) in an
ESM. LBD means that growing experience related to a production process reduces
the costs of additional production units. The learning curve operationalises LBD for
empirical and modelling studies. In that, the learning rate derived from regression
analysis is the percentage reduction of costs of an output unit for each doubling of

total cumulative output.

The integration of this concept is done by subdividing a learning curve into a
sequence of linear parts, which requires mixed integer programming for the compu-
tation of the solution. The approach is now widely applied in ESM. In contrast to
exogenous reduction of investment costs of a specific energy technology it requires
learning investments in order to reduce the costs; see Wene (2000). This leads to
early investments into that technology to reduce the costs of climate protection;
see e.g. Griibler and Messner (1998). This is due to the endogenous evolution of the
costs of energy supply technologies through LBD that lead to a lock-out of the energy
system from carbon based energy carriers. This is a fundamental difference to the
MCEF approach because this concept does not represent the dynamics of technology

within the energy system.

Two shortcomings of ESM are that the model is partial and that the objective
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function is linear. The partial nature of the model is related to the fact that several
activities like O&M do not require scarce production factors, but induce monetary
costs with fixed cost coefficients. The resulting costs are not financed by a limited
income that has to be produced. The linearity of the objective function is problem-
atic because it does not take into account that the marginal burden of monetary
investments decreases as an economy becomes wealthier, if a welfare function with

diminishing marginal utility of consumption is assumed.

Moreover, ESM do not integrate the climate system explicitly because it is not
possible to represent the corresponding non-linear relationships in the LP format. In
the cost-effectiveness analysis an ESM can integrate a cumulative emission budget
over a time period or an atmospheric CO4y concentration constraint. For the policy
evaluation mode an emissions constraint could be imposed or an emission tax is

added to the objective function that adds the costs of CO5 emissions.

The LP format has considerable drawbacks with respect to optimal time paths of
technology because of the linear functional relationships. Suppose a given electricity
demand and two supply technologies: one has low costs and high emissions and the
other high costs and low emissions. If an emission tax is introduced that increases
over time the ranking of both technologies will reverse at some time. At that time
the investments will completely switch from the former to the latter technology.
This sharp switch can be smoothed by imposing a constraint on the maximum rate
at which new technologies can be introduced or the old technology fades out. These
constraints are usually based on empirical evidence of technology introduction (see
e.g. Griibler et al. (1999, p. 256 — 260)) and are not founded in economic theory.
Barreto (2001, p. 72) and Kypreos and Barreto (2000) analyse such constraints in
an ESM.

Another drawback is that the energy demand is inelastic. Therefore, an ESM
does not take account of demand side reactions due to increasing energy prices.
This problem is addressed in two ways. First, the portfolio of technology choices is
broadened to technologies that reduce energy demand; see Fahl et al. (2002, Anhang
1, p. 8). Second, a demand curve for energy is introduced that is integrated into the
objective function; see Loulou and Lavigne (1996).

The strength of ESM is the technological detailed representation of the energy

sector, which allows to undertake technologically detailed assessments of investments

and choice of energy carriers and energy transformation technologies. The drawback
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is the partial nature and that the functional relationships are linear. Therefore, the
economic impacts of the technology choice on other sectors and the economy as
a whole are not assessed. The linearity of the model questions espec. the welfare
theoretical foundation of the model, since it implicitly assumes linearity between

monetary costs and social welfare.

2.7.4 Computable General Equilibrium Models

Computable general equilibrium (CGE) models put the focus on consequences of cli-
mate policy on the structure of energy producing and using sectors, implications on
income distribution and political measure to deal with these issues by re-distribution
of tax revenues; see e.g. Kemfert and Welsch (2000). The CGE modelling approach
subdivides the total economy in various firm and household sectors that interact on
markets. The solution is a decentralised market equilibrium.

Dynamics in a CGE model is modelled using the so called recursive dynamic
approach. Here the CGE model computes a vector of equilibrium prices for goods
and production factors for one period. The households saving are a parameterised
function of income. The savings are transferred to the next period and allocated on
a capital market to the firms. The households receive capital income from the firms;
see e.g. Klepper and Springer (2003)@

CGE models are flexible in building multi-sectoral models of the economy. The
sectors demand the production factors according to their production function, the
factor price and the demand prices. The sector specific production functions are
characterised by the ease of substitution between the production factors and the
intensity with which each production factor is required. Capital in these produc-
tion functions is expressed in terms of monetary units. The economic production
functions determine the distribution of the produced output among the production
factors using highly non-linear functions; see Ch. 4.2.2 for details.

CGE models that deal with climate change put emphasis on the energy sector
and the interaction with energy demanding sectors as well as households. Although
CGE models provide the analysis of multi-sector economies, the production func-

tions follow the top-down philosophy because the investments are related to the

12An  alternative approach assumes an intertemporal budget constraint; see
Bernstein et al. (1999, p. 405). Since this approach is not extended by CCS it is not fur-

ther pursued here.
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macro-economic production functions of specific sectors. Moreover, it is possible
to integrate a sector that represents exactly one technology, e.g. a CCS technol-
ogy. This approach is introduced by McFarland et al. (2001). However, the result
of CGEs can be summarised in even more aggregate MCF's as Fig. provides an
example.

CGEs are inherently weak in dealing with the intertemporal nature of the prob-

lem with respect to three issues:

1. The recursive solution method implies that the capital market is not integrated
into the model structure, which means that CGEs are partial in this respect.

Therefore, CGE models are appropriate for short to mid-term assessments.

2. The main mitigation option in CGE models is related to the improvement of
energy and carbon intensity through substitution of production factors and
structural change. Technological change is usually assumed exogenous for the
growth of labour and energy productivity; see e.g. Bernstein et al. (1999) and
Babiker et al. (2001). Kemfert (2002) provides an approach for endogenising
technological change through research and development (R&D) investments.
Endogenous changes of technology characteristics like learning by doing — as

considered in ESM — are not modelled.

3. The intertemporal nature of the climate problem requires mitigation of COq
emissions prior to irreversible changes of the climate system. If long-term
climate change is not anticipated, there are no changes on short to mid-term
behaviour induced. This issue implies that CGE models are used for policy

evaluation analysis.

CGE models share a common feature with the MCF approach that is related to
exogenous technological change. The economic system of a CGE is also a locked-
in fossil energy system, as long as there are no exogenous forces that trigger the
improvement of the relative competitiveness of the carbon free energy technologies.
Therefore, the economy would always switch back to the BAU scenario — different
to MCF models with a delay — as soon as the climate protection policy is removed.

CGE models have particular strengths with respect to the assessment of eco-
nomic consequences of short to mid-term climate policy on the structure of the

economy, trade and income distribution. The model type is inherently weak for the
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assessment of long-term issues of climate change like technological development and

the integration of a climate model.

2.7.5 Hybrid Models

There are several combinations of the modelling approaches that are called hybrid
models. This subsection refers to the integration of macro-economic growth models
and energy system models ESM because this type is essential for the assessment of
CCS and in this thesis.

The integration aims to overcome two problems pointed out above already. First,
models integrating MCF lack the explicit modelling of energy as a production factor
and the choice of energy supply technologies. Second, ESM do not take into account
the financing of investments into energy technologies and that energy is a production
factor necessary for the production of income.

The fundamental approach is to introduce energy as a production factor that can
be substituted by labour and capital. The energy demand implied by this production
function meets the energy supply that is characterised by energy technologies as
represented in a ESM. The energy supply has to be financed from the gross world
product of the economy. Therefore, the energy supply sector is in competition with
the alternative uses of income for consumption and investments into the macro-
economic capital stock. The notion of financing here means that some part of
income is devoted to the production of energy. It does not imply the explicit notion
of money, credit or stock markets.

The Model for Evaluating Regional and Global Effects of GHG reduction poli-
cies (MERGE) is an early example for this type; see Manne et al. (1995). The
model integrates the climate system and there are several energy technologies that
incur costs per output unit and emissions per output unit. There are no stocks
of capacities. The inertia of energy supply technologies and therefore the mix of
primary energy carriers is taken into account through constraints that limit the
introduction and fading out of each technology. Other examples of that type are
Peck and Teisberg (1993) and Messner and Schrattenholzer (2000).

This approach also allows to introduce stocks of capacities; see Kypreos (1996).
Moreover it is possible to model learning by doing either without (see
Manne and Richels (2004)) or with capacity stocks (see Zwaan et al. (2001) and
Kypreos and Bahn (2003)). These models show drastically lower mitigation costs
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for reaching a pre-defined climate protection goal compared to models following the
other approaches.

Hybrid models have overcome several problems of ESM. The improved integra-
tion of the energy system into the economic system increased the reliability of the
assessment and the welfare theoretic foundation. This comes at the expense that the
level of technological detail has to be reduced relative to large scale ESM. Nonethe-

less, learning effects are still represented in the models.

2.7.6 Discussion

In this section four modelling approaches have been introduced that are important
in the assessment of long-term CO, emission mitigation strategies and are used to
study CCS within an integrated framework.

The overview suggests that hybrid models are the most appropriate type to as-
sess the significance of CCS. This is due to the possibility to represent technology
characteristics in detail within a macro-economic growth framework. It includes
the flexibility of energy demand, the endogeneity of technological choice and the
macro-economic interrelationship of production and disposition of income. More-
over, hybrid models fully integrate the dynamics of the climate system as well as

leakage of captured carbon.

2.8 Summary and Conclusion

The problem of climate change can be thought as a cause-effect chain. Policies
addressing climate change could approach at different links. This thesis addresses
emission mitigation. Several emissions of GHGes and aerosols that are by-products
of economic activities influence the climate system at different intensities and over
different time scales. Since CO, is the most important GHG this thesis focuses
on them as well as the corresponding aerosol emissions. A considerable share of
global CO4 emissions originates from large point sources that are considered for the
application of CCS.

The (extended) Kaya-identity has been used to make the several COy emission
mitigation options transparent by identifying the most important determinants of

COs emissions. Although the concept of the (extended) Kaya-identity is question-
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able because of interrelationships among the determinants, it provides important
insights into the major COy emission mitigation options. Addressing the CO45 emis-
sions by influencing the technological determinants is superior to the socio-economic
determinants because it requires less serious intervention into individual rights and
leads to less economic effects related to welfare. Since the growth of the socio-
economic determinants outweighed the technological determinants in the past, lead-
ing to increasing CO, emissions it is worth to focus on the CCS option in order to

avoid the produced CO; to reach the atmosphere.

The assessment of CO, emission mitigation requires the use of models, which
presupposes the formulation of objectives and their aggregation, a system through
which control variables are related to variables that enter the objective function and
a rule for the selection of particular solution. The sound assessment of dynamic
problems deals with state variables that have to be valued appropriately at the end
of the considered time horizon. Analytical problems of valuing the terminal state
variables can be overcome by extending the time horizon considerably at the price

of higher computational requirements.

An assessment aiming at quantitative statements requires assumptions on ex-
ogenous model parameters and the validation whether the model is suitable for the
explanation of economic time series. There are several sources for the justification
of model parameters and different levels of quality to validate a model. Especially

with respect to the latter point research has to be improved in the future.

Several model approaches have been developed with particular advantages and
drawbacks. Models applying the MCF approach are suitable to study international
climate policy in game theoretic frameworks. ESM choose among a considerable
portfolio of energy supply technologies, but do not represent the energy demand
explicitly and do not take into account the source of financing the energy system.
CGE models are suitable to assess the macro-economic consequences of CO, emission
mitigation policies at the sectoral level through substitution mechanisms, but fail to
take account of the intertemporal nature of the climate problem as well as capital

markets and technological change.

Hybrid-type models integrating the dynamics of the macro-economy, the energy
and the climate system into a growth theoretic framework are found to be the most
suitable approach for the assessment of COy emission mitigation options. A model

containing these various aspects of the climate problem is reasonable because it
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captures the use of several emission mitigation options and the assessment of the
interrelationship with the economy as well as the climate system. Such model has
to rely on several sources for the exogenous model parameters and should at least

satisfy a predefined set of stylised facts of economic growth and energy use.



Chapter 3

The Ramsey Model

The Ramsey model is the starting point for the model MIND, since the latter is
an extension of the former. The Ramsey model of optimal economic growth is
recapitulated in Ch.[3] After an introduction in Ch. the structure of the model
is presented in Ch. [3.2. The solution and stability of the model are derived in
Ch. [3.3. In Ch. 3.4/ the result is interpreted. In Ch. 3.5 the features that make the
model particularly suitable for extensions to assess climate protection strategies are
elucidated. In Ch. 3.6 three conceptual extensions are introduced in order to show
the relationship to the theoretical basis of the Ramsey model. Ch. 3.7 concludes

and discusses the chapter.

3.1 Introduction

In 1928 Frank Ramsey asked a fundamental question: “How much of its income
should a nation save?” The question is of great interest in various fields of economics,
because it structures a problem, which can be solved with optimisation methods.
The original problem had been to minimise the intertemporal burden of reaching
an exogenously given consumption level, the so called state of blz’ss.ﬁ The main
finding of the original paper has been the Keynes-Ramsey rule of optimal saving.
It is the solution of the saving path for a given initial capital stock taking societies

current and future interests into account and obeying the constraints of production

n principle, this is a problem of most rapid approach. Spence and Starrett (1975) provide a

rigours treatment of this class of problems.

45



46 CHAPTER 3. THE RAMSEY MODEL

possibility.

Apart from the great enthusiasm expressed by John Mynard Keynes about this
work, it has been barely mentioned for nearly forty years. A remarkable excep-
tion is Dorfman et al. (1958, Ch. 12) extending the original problem to multiple
capital-stocks. The interest re-established in the mid-1960ies inter alia because
new solution methods had been developed. Ramsey (1928) used the calculus of
variation to solve the problem; see e.g. Papageorgiou (1996, Ch. 13). Cass (1965)
and Koopmans (1965) reformulated the original Ramsey model using the maximum
principle developed by Pontrjagin et al. (1964). In the following the term Ramsey
model refers to the version by Cass and Koopmans.

In contrast to Ramsey’s original work, Cass and Koopmans assumed an intertem-
poral utility function depending on the consumption path rather than the state of
bliss. They proofed the uniqueness of an investment path equivalent to the Keynes-
Ramsey rule within which the economy reaches a steady state consumption level
that is determined endogenously. It is different from Ramsey’s original state-of-bliss
because extended models with technological change usually imply a constant growth
rate of consumption instead of a constant consumption level.

Since the reformulation and the re-established interest in growth
theory, the Ramsey model has been employed on different problems.
Blanchard and Fischer (2000, p. 38) state that it is ”"the prototype for the optimal
intertemporal allocation of resources”. Beside the numerous applications in growth
theory (see e.g. Barro and Sala-i Martin (1999), MauBner and Klump (1996) and
Arrow et al. (2003)), optimal fiscal theory (see e.g. Blanchard and Fischer (2000)),
theories on aging society and social security (see e.g. Fougere and Merette (1999)
and Stiller (2000)) and optimal taxation (see e.g. Arrow and Kurz (1970) and
Sinn (1985)), it has become an important tool in the field of sustainable en-
vironmental development, particularly pertaining the issue of global climate

change.

3.2 The Model Structure

There are two different ways of formulating Ramsey-type models and finding so-
lutions: a decentralised market economy and a centralised social optimal solution.

The solution of the former is equivalent to the latter, if it belongs to a class of models
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that obeys particular conditions. Equivalence means that the outcome of the de-
centralised market economy is Pareto optimal and maximises a social welfare func-
tion; see e.g. Becker and Boyd (1997, p. 220). This implies that the solution paths
of quantities as well as (shadow) prices of either are equivalent to the other; see
Debreu (1959), Sinn (1985, Ch. 2), Aubin (1998), Barro and Sala-i Martin (1999,
p. 71), Stiglitz (1994) and Leonard and Long (1992, p. 39 — 42). In environmental
economics with external effects this class of models has the property that policies
can be derived from the social optimal solution, which would induce Pareto optimal
solutions in the corresponding model of a decentralised market economy. Inequiva-

lence can be induced by learning by doing etc.; see Arrow (1962) and Spence (1981).

The economy is closed and no government exists that demands or supplies goods.
The economy is distinguished in the two sectors households and firms that will be

treated in the following.

The number of individuals in the household sector is given exogenously. The
households preferences are aggregated into a intertemporal social welfare function
that is the objective function of the social planning problem. The aggregation of

preferences needs some assumptions that will be considered next.

The preference orderings of the households are assumed to be cardinal. There
are two reasons for this assumption. First, the selection of an optimal path from a
set containing a continuum of alternatives requires a cardinal preference ordering.

The consumption/saving decision is of this kind.

The second reason for cardinal preference orderings is due need for interpersonal
preference comparison, which arises form intergenerational equity issues. The deter-
mination of consumption and saving that is transferred to subsequent generations
requires the comparison of utility received from both by different generations. In
overlapping generation models this problem is addressed by integrating the utility of
future generations into the utility function of the present generation, which implies
complete altruism between generations; see Maufiner and Klump (1996, p. 132 —
140).

Since the individuals are aggregated in the household sector rather than treated
individually, a concept is required for the aggregation of preferences intratemporally
across households and intertemporally over time. The method of intratemporal
aggregation has to meet fundamental axioms addressing the equality and freedom

of each single individual in order to guarantee the existence of a social welfare
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function that represents the preferences of the individuals. Socially optimal solution
of that sector is equivalent to the decentralised action of its individuals. Therefore,
maximisation of the social welfare function leads to a Pareto optimal solution for
the sector. The assumptions are discussed in Arrow (1951), Dixon (1975, Ch. 2)
and Roemer (1996, Ch. 1).

Like Maufiner and Klump (1996, p. 115) all possible problems arising from the
intratemporal preference aggregation are evaded by employing the concept of the
representative household. It assumes that all households are equal in every respect,
i.e. initial endowment of resources and preferences. This allows the aggregation of
individual preferences by summing individuals utilities in each period. This results

in a social welfare function for each period.

The intertemporal aggregation of an individuals utilities — or the social welfare —
in each period requires assumptions on the preference ordering of utilities received
at different times. The usual procedure that is also employed in this thesis and
that is common practice in assessments of CO, emission mitigation, is to sum the
discounted utilities of different periods. The discounting is exponential, i.e. the
valuation of utility decreases at a constant rate. There is still — and will be —
dispute on the issue of intertemporal preference aggregation that are not subject of
this thesis. The relevant literature on that is Lind (1982), Becker and Boyd (1997),
Heal (1998) and Portney and Weyant (1999).

In the Ramsey model the households cardinal utility of each period is a function
denoted wu(-). Derivatives are assumed to be continuous at least up to the second
order. The aggregation scheme is as follows. The u(-) of households are aggregated
into a social welfare function of a period by summing over all households. The social
welfares of several periods are aggregated into an intertemporal social welfare func-
tion W by summing the discounted social welfares of each period. The discounting

is exponential with discounting rate p.

The argument of u(-) is the per capita consumption of a period ¢ = where

c
I
C > 0 is societies consumption and L the population size. The function u satisfies
the neo-classical conditions and the Inada-conditions; see Inada (1963). The neo-
classical conditions require u to be a concave function in ¢. The Inada-conditions
require the shape of a function to have infinite partial derivatives, if an exogenous
variable approaches zero, and a partial derivative equal to zero, if an independent

variable approaches infinity.
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The curvature of u(c) is related to the intertemporal elasticity of substitution
IES, which is defined as the inverse of the marginal elasticity of utility . The IES
measures the households preference to transfer consumption in periods of high con-
sumption levels to periods of low consumption levels. Households prefer a flatter
consumption path the greater the IES is. In the following the IES of u(c) is as-
sumed to be constant. For details see Barro and Sala-i Martin (1999, p. 64) and
Maufiner and Klump (1996, p. 119 — 121).

Therefore, the intertemporal social welfare function is defined as:

W = /e’)tL(t)u (c(t)) dt, with W € R and u(-) € C?; (3.1)
0
u > 0,u" <0; £1_r}r(1) u — oo,clirgo u — 0.

Households supply labour L and capital K to the firm sector, i.e. the households
accumulate capital and the firms have to pay a rent for using it. The supply of
labour of each household is price-inelastic and constant over time. Therefore, the
amount of labour is assumed to equal the number of population. From these supplies
the households receive income wlL + r K, where w and r are wage and interest rate,
respectively. The income can be distributed either on consumption C' or saving,
which equals investment /. The capital stock is increased by I and depreciates time-
dependent with depreciation rate §. Therefore, we have a capital motion equation
Eq. 3.2 with an initial condition and a budget constraint Eq. 3.3 that has to be
fulfilled every time:

K =1 -/K, K(t=0)= Ky > 0; (3.2)
Y(t)=C@) + I(t), Vi (3.3)

Firms produce output Y by using the two production factors K and L combined in a
neo-classical production function F(-). The production function is assumed to have
continuous second order derivatives and to be linear homogenous of degree one, see
Eq. 3.5. Homogeneity of degree one implies two important consequences. First, Y is
distributed among the production factors according to their marginal productivity.
Second, the model can be written in intensive form; i.e. per capita production y
depends on per capita capital — the capital intensity k. This assumption implies

that y depends on k and the shape of the per capita production function f(k); see
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Neumann (1995, p. 66 — 69) and Chiang (1984, p. 410 — 414). Therefore, we can

formulate the production function and its implications on income distribution:

Y=FK,L)=Ly=Lf(k)=wL+rK,  fecC?% (3.4)
f'>0f"<0, ff —oo, f —0;
k—0 k—oo
AY = F(AK,\L) for some A € R; (3.5)
r=fk), w=fk) - fkk (3.6)

The assumptions on the use of an aggregated capital stock, labour, output and pro-
duction function are are quite strong. Since capital, labour, production technologies
and outputs are heterogenous in the real world one has to put assumptions on the
disaggregated quantities and functional relations. Ch. 3.5 provides detailed discus-
sion about the assumptions of capital stock aggregation. More detailed discussion
on the aggregation problem is given Ch. |3.6.2.

The social planning problem is to maximise the aggregate intertemporal welfare
function W of all individuals over the infinite planning horizon. Eq. 3.3|is solved
for I and substitute it into Eq. [3.2. Therefore, the control variable of the social
planning problem is ¢ = %;
consumption. The assumption is made that L(t) = 1. This leads to the state-

i.e. the question for saving is transformed into one for

dependent optimal control problem in intensive form:

M = [ "L :
ogc(t?%(y(t)w /e (t)u (c(t)) dt (3.7)
0
subject to:
k= f(k)—c—0k,  k(t=0)=k. (3.8)

3.3 Solution and Stability

The solution of Eq.[3.7/— 3.8 using the maximum principle, the steady state and the
stability is provided in this section. The analytic solution method of Ramsey-type
models employed since Cass (1965) and Koopmans (1965) is the maximum principle
developed by Pontrjagin et al. (1964). The approach is to formulate a Hamiltonian

function H(-). The current value Hamiltonian is:

H(k, A, ¢, t) = e ule) + A(f(k) — ¢ — k). (3.9)
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Finding the optimal control path c(t), the state path k(¢) and the path of the newly
introduced co-state A(t). The maximum principle provides rules for solution (see
Feichtinger and Hartl (1986, p. 28) for details), but one has to assume the existence
of the solution; i.e. the steady state and the optimal transition towards the steady
state. This assumption is important, because the maximum principle does not
guarantee the existence, although a solution is found. Unfortunately, there is — up
to my knowledge — no rigorous proof for conditions guaranteeing the existence of a
solution for arbitrary optimal control problems. Usually, the existence is assumed.
Nevertheless, the Ramsey model introduced above exhibits features, which imply
conditions for the existence of the solution as will be shown below.

Following Maufiner and Klump (1996, p. 130 — 32) the optimal solution satisfies

a system of equations:

oH

Sy =k = f(k) == ok; (3.10)
A= L5 = Mo+ 5 - (k) (3.11)

T 0= ()~ A (3.12)

Obviously, Eq. [3.10 is the original capital motion equation Eq.|3.8. Differentiating
the optimality condition Eq. 3.12 with respect to time and dividing the result by
Eq. 3.12 gives:

This can be substituted in Eq. [3.11. This means that the optimality condition is
linked with the differential equation of the co-state variable. Taking this together
leads to the canonic system of differential equations, where %} is intertemporal elas-
ticity of substitution IES:

S Wb m=—Te (313)
k_ k) —c
et (3.14)

Eq. 3.13 is the Keynes-Ramsey rule. It is the optimal path of ¢ depending on .
The rule combines the information of the household and the firm sector. It says
that consumption shall increase at a rate equal to the difference of the marginal

product with respect to the capital-intensity % and the sum of ¢ and p multiplied
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»

c,f(k) 4

k* kmax k

Figure 3.1: Stability analysis and transitional dynamics of optimal capital accumulation in the
Ramsey model with major isoclines k=0and ¢ = 0, M*, steady state (k*,c¢*) and production
function f(k) (dashed line). Source: based on Feichtinger and Hartl (1986, p. 207).

with the inverse of 7. Since marginal productivity equals prices in the optimum, the
Keynes-Ramsey rule gives a clear determination of the steady state (¢ = 0) interest
rate f'(k). Eq.[3.14 is a simple manipulation of Eq. [3.10.

In the following the stability of the system is analysed and necessary conditions
for the existence of the solution are given. The stability analysis around the steady
state is interesting for at least three reasons. First, it allows for the study of tran-
sition dynamics. Second, the stability analysis suggests reasons for the choice of
numerical solution methods. The third reason — not discussed here — is the relation

between stability properties and the sufficiency conditions of an optimal solution.

The illustration of the stability analysis is given in Fig. 3.1. The first thing to

do is to find the major isocline for ¢ = 0 and k = 0.

The major isocline for k& = 0 is described by ¢ = f(k) — 6k. This isocline begins
in the origin, rises, reaches a maximum, falls afterwards and touches the abscissa at
k™e* This is because (i) there is no capital accumulation, if f(k =0) = 0. (ii) Per
capita consumption increases with capital intensity, if there is zero net investment,

when f'(k) —¢ > 0. (iii) the maximum consumption with constant capital intensity



3.3. SOLUTION AND STABILITY 53

is possible, if f/(k) = 5@ and (iv) if k£ further increases, ¢ has to decrease in order to
keep k constant, because of increasing depreciation. (v) k™ is, where f(k) = 0k;
i.e. all income is devoted to the maintenance of the maximum possible capital stock
k™ and consumption is zero. The inverted U-shape of the isocline k = 0 follows
from the neo-classical production function and the positive depreciation rate.

The major isocline for ¢ = 0 is a straight line parallel to the ordinate. It is
located, where k* fulfills f'(k) = 0 + p. It is left to the maximum of k = 0 if
p > 0. In combination with the form of the major isocline ¢ = 0 there is exactly one
intersection with positive quantities of ¢ and k. The steady state is determined by
the intersection of the two major isoclines at (k*, ¢*). Therefore, the unique existence
of the steady state is implied by the assumptions of the model setup without any
further restriction. If p < 0, the major isocline ¢ = 0 moves to the right and it
is possible that both isoclines do not intersect. In that case the solution does not
exist .3

The next task is to determine the transition dynamics, which proofs the existence
of an optimal transition path. The two major isoclines delimit four sectors in which
the qualitative behaviour is different. The four pairs of straight arrows indicate the
qualitative behaviour in each sector. In principle, the system is allowed to move
from one sector to the other.

The arrows indicate that the steady state is a saddle point; i.e. for every k,
there is one ¢, which will lead to the steady state. The set of £ and ¢, where this
is satisfied, is called the stable invariant manifold M?®. A control path on M?* is
optimal. This property of the solution becomes clear by proofing that the opposite
cannot be true.

The task is to determine the optimal ¢ qualitatively for all k. Qualitative de-
termination is related to either the intersection of the major isoclines or to one of

the four regions delimited by them. Two cases are of interest, since the steady state

2In the Solow-model this is denoted as the golden rule capital intensity of capital accumulation;

see e.g. MauBner and Klump (1996, p. 125).
3Koopmans (1965) gives an overview on the conditions for the discounting rate and the param-

eters describing exogenous population growth and technological change (additionally introduced
into the Ramsey model) that guarantee the existence of the solution. If the latter two growth rates
are positive, the discounting rate should exceed the sum of both. In this way, the trade-offs be-
tween current and future interests guarantee the existence of the solution in problems with infinite

planning horizon.
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ko = k* is trivial with respect to transition dynamics:

1. ko > k*: Obviously, it is not optimal to decrease ¢ in order to increase k until
it reaches k™" as is indicated in the region below k = 0. Therefore, we have

to be somewhere above k = 0.

2. ko < k*. Choosing ¢ above k= 0, would imply to increase consumption,
which would lead to decreasing k. At some point in time this would imply
that ¢ > f(k), which violates the assumption in Eq. [3.7. Therefore, ky > k*

implies to keep ¢ below & = 0 and to increase k.

For every ko # k* there is one region, which is cancelled out and one that is not.
For every k the optimal ¢ is determined with respect to one of two possible regions.
We can restrict the systems dynamic even more, since it can not be optimal to choose
a path that leads into one of the cancelled regions. Such behaviour is implied aside
M? as is indicated by the dynamics towards infinite consumption or the maximal
capital stock. The solution consists of three different regions that are distinguished
by ko ; k*. The optimal path is to stay on Mj _ .., M} ;- or to stay in the steady
state, when kg = k*.

The saddle-point property implies that for every initial capital stock there is a
unique solution for the optimal path of consumption that leads the system towards
the steady state. When the system starts at ky # k*, then k&* will be approached
asymptotically. Economies starting at a relatively low capital intensity have an
incentive to accumulate capital. The incentive to accumulate capital decreases with
the capital stock.

An important issue is the time path of the saving rate s/y. For the triv-
ial case k° = k* the saving rate will remain constant. If k° # k* the time
path of the saving rate depends on the shape of production and utility functions.
Barro and Sala-i Martin (1999, p. 89 — 90) showed analytically for the case of an
iso-elastic utility function and a Cobb-Douglas production function that the saving
rate is either monotonically increasing or decreasing for kg < k* depending on the
IES % When % > 5 (% < s*) the saving rate is decreasing (increasing) over time,
where s* is the steady state saving rate. Smetters (2003) analysed the case of an iso-
elastic utility function and a constant elasticity of Substitution (CES) production

function.* He proofed that the saving rate could increase in the beginning, reach a

4The CES production function will be introduced in detail in Ch. 3.6.2.
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maximum and decrease there after, when k is sufficiently smaller than £*.

3.4 Interpretation

The interpretation of the basic Ramsey model goes in two directions. First, the
interpretation of the shadow price is needed for modelling several stocks with mis-
cellaneous characteristics. Second, the saddle point property of the optimal solution
implies the use of optimisation algorithms for numerical solutions.”

The Bellman optimality principle is a good starting point for the interpretation
of the shadow prices. This principle clarifies the consistency of a partial plan of
a sub-period (0,t) with the total plan over the infinite time horizon (0,00). This
requires the correct valuation of k(t) in partial plan, which is accounted in the
objective function of the partial problem. Every partial plan will bring the system
to a point with a new k(t). When k() is valued with A(¢) of the infinite horizon
solution, then the partial solution is consistent with it. This allows to split the
infinite time horizon into various partial problems, which in turn could be merged
to form the original problemk

This leads to the definition of the Bellman equation: the value of the remaining
planing horizon V' (k,t) depends on ¢ and the state variable k. Using the Bellman
equation, we look for the supremum of the variable V(k,t) by choosing ¢ for the

remaining planning horizon (¢, 00); Feichtinger and Hartl (1986, p. 24 — 27):

V(k,t)=  sup /epTL<T>u(C(7'))dT . (3.15)
c(7); t<r<00
t
At every point in time ¢ the partial derivative agk(é’)t) equals A(t). It indicates the

scarcity of the corresponding state variable and can be interpreted as the willingness-
to-pay for a marginal amount of k at time t. If k() is valued with 8}9/]5(]1’;) for the

partial problem over the time horizon (0,¢) then it is consistent with the solution

for the problem with the horizon (0, c0).

5A discussion — not extended here — of the saddle point property, consistency and efficiency in
a decentralised economy with relations to rational expectations and the existence of a complete

set of future markets is given in Stiglitz (1994, p. 18-20).
SPontrjagin et al. (1964) called this the synthesis problem. A great deal of the proof by

Pontrjagin et al. (1964) is devoted to the mathematical conditions that allow the formulation of a

sequence of partial problems and their merging.
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This analysis implies two conclusions. The first conclusion is that the Ram-
sey model could be extended to several state variables, be it capital stocks,
stocks of resources, etc. pp. Every stock is equipped with a co-state vari-
able, which is interpreted as its shadow price; see Dorfman et al. (1958, p. 317 —
18 and 339 — 40), Pontrjagin et al. (1964, Ch. 1 and 2), Pitchford (1979) and
Feichtinger and Hartl (1986, p. 24 — 28). In the following Ch. 3.5| three such ex-
tensions will be introduced. The second conclusion is that optimal control theory
solves the problem introduced in Ch. If the planning horizon is sufficiently
long, events in the distant future are anticipated and short-term action is motivated

through shadow prices of the stock variables.

Next, the interpretation points on numerical solution methods. The analytical
tools used above allow for general conclusions within an important class of problems.
The problem is that increasing complexity of a model reduces our ability to deduce
model behaviour of a solution analytically; espec. aside the steady state. Moreover,
assessing the significance of options of a particular problem asks for quantitative

statements, which requires numerical methods.

The saddle point property is constitutive for choosing among two different meth-
ods for numerical solutions: optimisation methods or simulation techniques. Using
simulation methods for initial value problems applied on the canonic system of dif-
ferential equations derived from the optimal growth model in Eq.[3.13 — 3.14/will not
result in a path on M?*. Unfortunately, optimisation methods restrict the extent of
a model in terms of detailed disaggregation. This is due to the much greater need of
computational time for solving models of comparable size. The size of a model can
be measured by the number of differential equations, which set up a model. This
means that the model has to be simple (compared to simulation models) in order

to receive results, which satisfy intertemporal optimality.

Numeric methods require time discrete formulations of a model and to solve
over an entire planning horizon and to anticipate future events triggered by earlier
action. Such problem can be interpreted as a static non-linear optimisation problem,
where the values of a control variable in two different periods are interpreted as
independent variables. Therefore, a growth model with perfect foresight can be
solved with non-linear optimisation methods. Details on algorithms for dynamic

optimisation problems can be found in Feichtinger and Hartl (1986, p. 487 — 503)
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and Judd (1999, Ch. 12)H

3.5 Rational of the Ramsey Model for Climate
Change Mitigation Modelling

This section serves to discuss the basic Ramsey model as a starting point for the
assessment of strategies addressing climate change. Although the model has been
introduced at the most fundamental level so far, several properties are not changed
and serve for a discussion.®

The first property is the basic problem of weighting current and future interests,
which exhibits the obvious relation to sustainability, noted above already. In partic-
ular, future constraints and opportunities are anticipated in social planning problems
through shadow prices. Although long-term problems like climate change will be-
come pressing in the future, the implications on short-term action can be derived
within an optimisation framework. The maximum principle enables us to weigh
interests temporarily consistent. Therefore, we can select strategies in a transparent
way according to an objective criterion.

This is due to the mathematical analogon of the Ramsey model to the ethical
principle of sustainability. The most cited formulation of that ethical principle has
been published by the World Commission on Environment and Development chaired
by Gro Harlem Brundtland in 1987 and says to "meet the needs of the present
generation without compromising the ability of future generations to meet their
needs”. Some consensus has been reached that the ethical principle of sustainability
and the question asked by Frank Ramsey share the same idea of weighing present and
future interests; for a discussion on sustainability and optimality see e.g. Heal (1998).

Following from this the second property is: the Ramsey model allows the re-
searcher to study transition dynamics. This point is of special interest, if we think
of the timing of introducing new technologies, because relative scarcities are changed

in the growth process, which increases the attractiveness of some technologies and

7Alternatively, the model could be solved using algorithms searching for an equilib-
rium. These algorithms put limitations on the size of a problem; see Lau et al. (2002) and

Rasmussen and Rutherford (2004).
8A broader discussion of economic models and climate change can be found in

Dowlatabadi (1995) and DeCanio (2003).
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decreases that of others. The introduction of new technologies could imply macro-
economic disruptions to some extend. The magnitude of the disruptions and the

measures dealing with them are of interest.”

The Ramsey model has some serious shortcomings, too. First, the intragener-
ational aggregation concept of the representative household is very questionable,
when we ask for global strategies addressing climate change. Households are all
but equal with respect to initial endowments and preferences. The introduction
of new technologies might benefit some households, but there are costs for others,
if the new technology replaces an existing one that becomes uncompetitive. This
argumentation is in line with the idea of creative destruction founded by Joseph A.
Schumpeter; for a formal analysis see Aghion and Howitt (1992). This phenomenon
asks for mechanisms of compensation. On the other hand, the impacts of climate
change are also distributed unequally. Some households — especially in developing
countries — will suffer from climate change, while others might benefit.

The second shortcoming is due to the fact that there is no binding intergenera-
tional contract. Since future generations are simply not able to make their claims,
but will be affected from earlier actions, there is the serious problem to prevail fu-
ture interests in todays actions. This intergenerational problem is solved by the

assumption of the intertemporal social welfare function that has to be maximised.

The third shortcoming is that the model lacks of an explicit state sector with
respect to the demand and supply of production factors, goods and services. The
model computes social optimal solutions and the policy variables that would in-
duce such behaviour, but it does not take into account the effort that is needed to

implement and to enforce the policy.

The fourth shortcoming is that the Ramsey model deals with highly aggregate
variables. The possibility for disaggregation of economic, social and environmental
phenomena is very limited because the computational requirements increase rapidly
with disaggregation. Unfortunately, the requirements for the aggregation of produc-
tion factors as well as economic output are very restrictive. Ch.[3.6.2/below discusses

the issue of capital stock aggregation.

9 Another important feature in this respect is that we are able to look at development transitions
in the sense that developing countries catch up with developed countries. Reasons, bottlenecks
and the transition dynamics in particular are of great interest for economists. Since this thesis is
devoted to the global scale, it is left at that.
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3.6 Extensions

This section pursues three objectives. First, the essential extensions of the Ramsey
model that characterise MIND are introduced that are related to the hybrid model
approach discussed above; see Ch.[2.7.5. The MIND model can be reduced to each of
the three variants. This improves the understanding of the complex numeric model.
Third, each extension contributes to discussions in particular economic research
areas.

The section is structured as follows. In Ch.[3.6.1 the Ramsey model is extended
by stock pollution that arises from utilisation of natural resources that is a produc-
tion factor. In Ch. 3.6.2 the Ramsey model is extended by an energy sector, which
is characterised by a production function requiring fuels and capital. In Ch.
the Ramsey model is extended by endogenous technological change and validated

against time series data.

3.6.1 The Stock Pollution

In this section the Ramsey model is extended by a stock pollution that catches
the main economic feature of global climate change. The model is a re-
duced form model of a more complicated one in Perman et al. (2003, Ch. 16).
Ploeg and Withagen (1991) developed a similar model. The model used here is
analysed with a special focus on transition dynamics. In the following the model set
up is developed. Then results of the steady state solution and transition dynamics
are presented and discussed.

The model and the analysis in the following provide a contribution to the the-
oretical basis of the environmental Kuznets curve EKC hypothesis. The question
to be answered is whether the model could serve as a theoretical basis from which
the EKC hypothesis can be derived. The model focuses on the interplay between a
growing economy, the adverse stock pollution and input of production. The question
is whether factor substitution and capital accumulation subject to a social optimal
pollution control could generate an EKC style emission path.

The framing of the problem in the following is that of a fossil fuel rich, atmosphere
scarce economy. The macro-economic production function F' of the Ramsey model
demands a natural resource R. The production of R is associated with constant

marginal extraction costs y and the emissions lead to accumulation of the pollution



60 CHAPTER 3. THE RAMSEY MODEL

stock M. The stock M is reduced by the amount « - M, where « is a natural

regeneration parameter.

In each period the utility U(+) decreases with M and increases with consumption
C'. The marginal damage increases with M, i.e. Upsps < 0; where Uy is the second
order partial derivative of U with respect to M. The utility function is concave in
C'. The cross derivatives Uy = Ugys are less than zero. The Inada conditions are

assumed to hold, which means that Uy, — —oo and U,; — 0. The functions F
M—o0 M—0
and U are assumed to have continuous derivatives up to at least the second order.

The model setup is summarized in the following equations:

N}[flé( Wl = /e‘th(C, M)dt; (3.16)
0

M =R—aM, R>0, M(t=0)=DM,; (3.17)

K=F(L,K,R)—C—-xR—-6K, C>0, K{t=0) =K, (3.18)

There are at least three interesting questions concerning this model. First, the steady
state solution and its interpretation. Second, whether the transition dynamics of
R in the K-R-space towards the steady state could follow the EKC hypothesis.
The third question asks for the existence of the solution that can be answered as a

by-product of the stability analysis.

Again, we can employ the rules implied by the maximum principle for solving the

problem; see Feichtinger and Hartl (1986, p. 28). The current value Hamiltonian is:

H(R,C, A\, M, A, K, t) = U(C, M)+ (3.19)
Aur(R — M)+
Ak(F(L,K,R) — C — xR — §K).

For the time, the existence of the solution is assumed. The next equations are
the optimality conditions Eq. 3.20 —(3.21 and the differential equations for the co-
state variables Eq.[3.22 — 3.23| The equations right of the arrows (=) in the first
two equations are the result of the derivatives with respect to time and subsequent

division by the original equation. The equation right of the arrow in Eq. [3.23 is
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gained by substituting the optimality conditions of Eq. 3.20/and Eq. 3.21:

oM ! A Ucc
9C Uc K 0 = e U O, (3 O)

OH | A FrrR A
o = A A(Fr—x) =0 = T = 4 O (3.21)

OR A Fr—x Ak’
A
AK

The task is to find differential equations for the control variables (C, R) that do
not contain any co-state variable. This is easy for C, since one can apply the
same procedure as in Ch. [3.3. For the differential equation of R we can equate
the manipulated Eq. 3.21 and Eq. 3.23/ and then substitute the right hand side of
Eq.[3.22 for Ap/Ax:

Un/Uc  FrrR

p+a+ =
Fr—x Fr—X

— AKRR R with AKRR = FK —pP— 0. (324)
Note, the term Aggrpr is part of the Keynes-Ramsey rule in Eq. [3.13. Rearranging
the equation in order to get R on the left hand side:

. 1 |U
R=— |2 4 (Fr—X)(p+a+Axrr)| - (3.25)
Frr [ Uc

The steady state solution of Eq. 3.25 requires R = 0:

(3.26)

For the moment assume Agrr = 0. The marginal product of the resource has
to equal the marginal extraction costs that are corrected by an addend. This is the
fraction in Eq. 3.26 termed stock externality that equals a social optimal emission
tax. This implies, that the use of energy carriers would be smaller than without
environmental damage, i.e. Uy, = 0. This is due to the neo-classical production
function F'(-), which assumes that a higher marginal factor productivity is reached

by decreasing the amount of that production factor.
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The fraction suggests a capital theoretic interpretation. It is the weighted
marginal damage in the period at which the stock M is increased in terms of mone-
tary units per physical unit; e.g. $US/tC. The valuation of the marginal damage has
to take into account the overall dynamics through the discounting factor and the
stock dynamics by dividing the immediate marginal damage by a + p. Obviously,
this approach is analog to the computation of the present value of a financial asset

Visset With a constant nominal payment P,.; subject to the interest rate r and an

infinite time horizon: Vg = & assct see e.g. Perridon and Steiner (1995, p. 199).

Next, the transitional dynamics is analysed. It serves for the remaining two
questions of the qualitative behaviour of the social optimal emissions path and the
conditions for existence of the solution. This requires the analysis of the transition
behaviour in the M — R-space and the K — R-space.

The M — R-space The steady state and the qualitative transition behaviour of
the system in the M — R-space is shown in Fig.[3.2| and explained in the following.
Assume C' = K = 0. The major isocline for M = 0 comes from Eq.|3.17. The major
isocline for R = 0 is derived from Eq. [3.25, where Axrr = 0. Therefore, the two

isoclines are:

dR
- - . .2
<dM>M:0 a > 0; (3.27)
UpvmUc=UnUcym
dR UZ
—_— = — < 0. 3.28
(dM)R 0 Frr(a+p) (3.28)

The isocline in Eq.3.27 is a simple consequence of exponential regeneration of the

pollution stock. It is linearly increasing in M and crosses the origin. The sign of
the isocline in Eq.3.28 is negative. The crossing with the ordinate is determined by
Fr = x. From these properties we can conclude that there is a unique intersection
of both isoclines in any case, which implies the existence of the solution in the
M — R-space.

There are two different steady states depending on the internalisation of the
external effect. One for the uncontrolled market economy (R M) and the
other for the social optimal solution (B¢ Mfse¢ial) In the former case RE™™ is
the resource extraction, where the marginal productivity equals the extraction costs.
The corresponding steady state stock pollution depends on «. The steady state of
the socially optimal solution is characterised by a lower level of resource extraction

and therefore a lower stock of pollution.
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Figure 3.2: Stability analysis and transitional dynamics of optimal stock pollution within the
extended Ramsey model. The figure shows the major isoclines R = 0 and M = 0, stable invariant
manifold M?, steady state of social planning problem (M $°¢ial Rsecial) and decentralised market
economy (Memte'rn Reztern).

Starting at M, < M®“ a decreasing resource extraction leads towards the
steady state (Rs°¢l  Msocial)  This is the pollution effect on R(t). Additionally, in
that case R will never be lower than R*°““ because otherwise the dynamics would
lead the system to the origin, where there is no production. The optimal transition
path for R is at odds with the EKC hypothesis, if C' = K = 0.

The K — R-space Now the question is for the dynamics in the K — R-space.
Assume C' = M = 0. This implies Agrr = 0. The isoclines for K = 0 and R = 0
are derived from Eq.[3.18/and Eq.[3.25, respectively. We get:

dR Frx—9

— = — < 05 3.29
(dK)K:O Fr—x (329

dR Fri

— = - —>0. 3.30
(dK>R0 FRrr ( )

Eq.[3.29 implies a negative slope of the isocline for K = 0. The isocline in Eq.[3.30 is
monotonously decreasing in K. Therefore, the existence of the solution with respect
to the K — R-space requires the absolute slopes of both isoclines to be sufficiently
large. The case that the steady state level yR exceeds the output is not possible,
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because of the assumption that F' is linear homogenous of degree one.

Fig. 3.3l illustrates the dynamics of the system. If M is at its steady state level
and the initial capital stock is lower than the steady state level, then the resource
extraction will be increasing. This is the capital accumulation effect on R(t). The
arrows indicating the dynamics make clear that the condition for an EKC-path
would be that the system moves from the left hand sector to the lowest sector. This
dynamic leads to an suboptimal solution, since the capital stock has to increase in
order to allow for arbitrary small resource extraction.

The two isoclines in Eq. 3.29 and [3.30 suggest that there is no inherent dynamic
that leads to an EKC-style trajectory. This is due to absent interaction with the
utility function, since M = 0. The transition of R is monotone in K.

From the stability analysis so far we can summarise two answers that are related
to the EKC-hypothesis. First, in the no policy case, there is no internal force that
decreases the emissions, when M, < M¢**™  Second, in the social optimal solution
there can not be an EKC-style transition path, when either My = M* or Ky = K*.
We cannot analyse the transition dynamics with the method of isoclines, when
My # M* and Ky # K*.

R A

x b/ __
Xy

Figure 3.3: Stability analysis and transitional dynamics of optimal stock pollution of the extended
Ramsey model. The figure shows the major isoclines R =0 and K = 0, stable invariant manifold
M? and the steady state (K*, R*).
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The question whether the model could serve as theoretical basis for the EKC-

hypothesis is whether g—ﬁ =0, if M # M* and K # K*. Note that this deviates
from the original EKC-hypothesis, which focuses on income. The question can be

answered by dividing Eq. 3.25/ through Eq. 3.18:

OR R ﬁ %+(FR—X)(P+Q+AKRR)]
K K F(K,R)—C — yR— 0K

(3.31)

Increasing R require that the square bracket is negative, since Frr < 0. This implies:

Unm/Uc
p+ o+ Axrr

Fr—x<— (3.32)
This is reasonable in economies with small K because utilisation of R gives rise to
significant welfare improvements. In such a situation the difference Fg— x is smaller
than the stock externality as given in Eq. [3.32. At some point in time the steady
state condition Eq.[3.26 holds with Axgrr > 0; i.e. K keeps on growing. Afterwards
it is optimal that the difference F'r — x is greater than the stock externality, which
leads to decreasing emissions implied by inversion of the inequality in Eq. 3.32. In
the long run the steady condition for R is reached with Axgrr — 0; i.e. capital and
the pollution stock reach their steady state values.

The switch of the sign of Eq.[3.31 is reasonable, since g—ﬁ = 0 does not imply
Agrr = 0 et vice versa. Therefore, the EKC style growth pattern of economic
affluence and pollution emissions is reasonable, if the stock pollution is controlled
intertemporally optimal. The reason is that the social optimal solution takes into
account the relative scarcities of capital and the pollution stock and treats them on
different time scales. The development problem is initially pressing and solved in
the short-term. During this period the wedge between Fg and y is smaller than the
stock externality. The pollution problem becomes pressing in the course of economic
development and is addressed in the longer term. This induces the overshooting of

emissions and therefore the EKC-style development pattern.

3.6.2 The Energy System

In this section the Ramsey model is extended by an energy sector that is modelled
with a sector specific capital stock. The section shows that a multi-sector model

can be transformed into a model with multiple capital stocks and only one sector.
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This in turn leads to the question of aggregation of production factors; espec. the
aggregation of capital stocks. The discussion of this issue is related the separability
conditions of production factors. Checking the conditions for separability suggests
that modelling energy sector specific capital stocks within a macro-economic frame-
work is reasonable, if environmental policies affect energy production.

The Ramsey model is extended by the inclusion of secondary energy Eg as a
production factor that enters the macro-economic production function. Eg in turn
has to be produced by means of sector specific capital stock Kz and primary energy
carrier Fp with the production function F(-). The production of Ep requires con-
stant marginal production costs x. The costs xYEp and the investments in energy
related capital I are alternative uses of output Y that compete with consumption

and investments I into the capital stock K. Therefore, the model can be written:

Max W! = /e’)tU(C)dt; (3.33)
I,Ig,Ep
0
K =1-0K, I>0, K(t=0)= Ky (3.34)
Kp=1Ip—05Kpg, Ig >0, Kgp(t=0)= Kgy; (3.35)
ES = E(KE, Ep), Ep Z 0; (336)
F(L,K,Es)=C+1+15+xEp, C>0. (3.37)

The important point in this model is that we can transform it easily into a simpler
one by substituting Eq. [3.36 into the right hand side of Eq.3.37. Additionally, we
can — without loss of generality — remove the explicit notion of E(-). Therefore, the

A

production function of Y is F":
Y = F(L,K,Kg, Ep). (3.38)

The interesting point in Eq.[3.38|is that there are two different capital stocks with
two different capital motion equations in Eq. 3.34/ — 3.35/ The solution of the in-
vestment paths depend on the production function and the depreciation rates. We
cannot exclude from the above model setup that investments into one or the other
capital stock is zero in the short run or in the steady state. If we assume the Inada-

conditions'® for all production factors to hold, then the steady state investments in

10Gee Eq. 3.4 in Ch.[3.2]
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each capital stock will be positive. Additionally, the shadow prices of each capital
stock will reach the same steady state level; see Pitchford (1979) and Ch. 3.3 for
details.

Aggregation of two production factors requires their separability from other pro-
duction factors. The question is whether the two capital stocks (K, Kg) can be
separated from L or Ep in F' so that the resulting F' reproduces the results using

the aggregation function H(-):
Y = F(L,H(K, Kg), Ep). (3.39)

If the separability conditions hold the model Eq. [3.33 —13.36 would reduce to
the original Ramsey model with Fp as an additional production function. If the
separability conditions do not hold one has to consider both capital stocks explicitly.

In the following the model is analysed with respect to its static and dynamic
properties. The static properties are related to the separability of production fac-
tors. This requires the introduction of the concept of elasticity of substitution and
a specific form production function with the property of constant elasticity of sub-
stitution CES. Then the conditions for separability are stated, which will be applied
to Eq. 3.39 specified as a CES function. Then the dynamic properties are clarified
by solving and analysing the optimal control problem. Both properties lead to the
conclusion that energy sector specific capital stocks have to be modelled within a
macro-economic framework in order to assess the impacts of energy related CO,
emission mitigation.

The elasticity of substitutioﬂ is a static feature of a production function of a
firm. In a cost-minimisation problem with constant factor and output prices the
factor demands of the firm are such that the marginal productivity of each factor
equals its factor price. The elasticity of substitution is related to the reallocation
of factor demands due to changes in the factor price ratio in order to produce the
given output level at minimum costs.

Fig.|3.4 illustrates the problem of a cost-minimising firm confronted with a chang-
ing factor price ratio, say from tan7* to tan7#, with tanm = —p;/p;. Given the

production function and 7, the minimal cost combination changes from (z},x}) to

UThis terminus has been introduced by Hicks (1932). His original aim has been to characterise
the changes of income shares of capital and labour within a growing economy by a single scalar —

the elasticity of substitution — if the ratio of wage to interest changes.
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x*

]
®
<

Figure 3.4: Minimal cost combinations of two production factors for a production function, when

the price ratio changes.

(27, 27). The elasticity of substitution o at (p, p;) is defined as the ratio of rel-

AR

ative changes of the input factor ratio to relative changes of the factor price ratio

expressed:

o=——%~ (3.40)
(k)i

P}/ p;

The elasticity of substitution is interesting for at least two reasons:

1. Essential production factor Fig. 3.5 illustrates the cost-minimal factor

combinations for small firms with production functions characterised by three
different o. If ¢ < 1, minimum amounts of each z are required to produce ;;
denoted :BZ”I’" > 0. In this case each production factor is essential. If o > 1,
then one of each factor of production zi";"* > 0 is enough to produce the output
Yy, > 0. The demand for the other production factor can be zero. In the special
case 0 = 1 — the Cobb-Douglas production function — every 7, > 0 can be
produced with an arbitrary small amount of one production factor, when the

amount of the other is sufficiently large.

. Income distribution o explains the quantitative shift of income distribu-

tion, if the relative factor price ratio changes. Suppose the wage-interest ratio
increases. The cost-minimising firm will reallocate the production plan. This

leads to a relative change of the ratio of capital and labour input. Suppose
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‘ max
in X; X X!
min
x“ i,h me il i,h x’

Figure 3.5: Minimal cost combinations of two production factors for production functions with

different elasticities of substitution.

o < 1: the effect of increasing relative factor price ratio exceeds the result-

ing relative increase of input factor ratio. In the example, this implies an

increasing labour share “’7L

CES-type production functions are characterised by constant o between each
pair of production factors for all pairs of prices (p;,p;) and output levellez‘ The
CES-functions used here exhibit constant returns to scale and are, therefore, linear
homogenous of degree one. For the case of n production factors z;,7 = 1,...,n, it is

defined:

1/

S 1
y=|(D &l | . o=1--. (3.41)
=1

The parameters &; are distribution parameters and & is a parameter that is

determined by o. A specific production factor in turn can be the output of a CES

12Arrow et al. (1961) first treated the elasticity of substitution within a parameterised produc-
tion function. It implies — under the assumption of a competitive equilibrium prices — a unique
determination of the distribution of income. The CES-production function has been the derived
from a simple regression equation. The time series regression for 24 US-industries asked for the
parameter of the log of real wage onto the log of labour productivity. The parameter has been
different from zero at the 90% significance level for all industries and different from one for 14
industries; see|Arrow et al. (1961, p. 228). This is in conflict with Leontief and Cobb-Douglas pro-
duction functions, respectively. The CES-function is then developed directly from this regression
equation. It is known that Leontief and Cobb-Douglas production function are special cases of the
CES; see MauBiner and Klump (1996, p. 50 — 59) and Chiang (1984, p. 425 — 430).
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function with a different elasticity of substitution. This has been introduced by
Sato (1967) and is termed nested CES production function; each CES function of
the production function is called a CES nest and the output of a CES nest, which
is input to a higher level CES nest, is called a CES composite. Such functions
represent the complexity of the production structure of a sector.

Separability asks whether the ease of substitution between two production fac-
tors (z;,x;) is affected by variations of a third xj,. These conditions have been

developed by Leontief (1947). For a production function f with n production fac-

tors x;,4 = 1,...,n the condition that z; and z; are separable from z; requires
(Felipe and Fisher, 2003, p. 224):
Of (x1,...,2n)
0 ox;
o (), oo
x;

This implies that the marginal rate of technical substitution (MRTS) between z;
and x; — the term in the bracket — is unaffected by changes in the availability of .
The MRTS is a measure for the ease of substitution for a decrease of x; by increasing
x; to maintain the same level of output. It can be shown that this implies that a
change of the price of xj does not affect the factor ratio x;/x;. Moreover, if the
separability condition holds, the elasticity of substitution between z; and z; equals
that between z; and zy; see e.g. Frondel and Schmidt (2000).

For the example in Eq. 3.39 this condition can be checked using a nested CES-
type production function of the following form:

_N 1/6
- - & 5=\ 1/08]°
Y = {gﬁy + XK + & | (€ KT + Ene BRF) 7" } , (3.43)
1 1
witho=1—— and o6p=1——.
o OF

Applying the condition in Eq. 3.42/1leads to the following equation, where Fg is
the CES nest in the square bracket in Eq. 3.43:

() b

Y P 6p—1 G
8Ep K o OR fKEKEE £ESES

(3.44)

This equation shows that the separability condition holds, if and only if the
elasticities of substitution o and og are the same. The reasonable case 0 < o <
o < 1 Eq. 3.44] implies that a decrease in FEp leads to a decrease of the MRTS
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between the two capital stocks. Note that this result is based on a nested CES
production function that assumes separability of K and L from Eg.

Next, the original model in Eq. 3.33/—13.37is analysed in order to provide the
qualitative insights into the steady state and the transition dynamics of investments
into the two capital stocks. The Hamiltonian function HZ(-) has to be analysed

presumed that the solution exists:

HE(I, K\ I, Ki, A, Ep) = U(F(L, K, E(Kp, Ep)) — I — Iy — XEp)+ (3.45)
AI = 6K) + Ap(Ip — 6pKp).

A and A\g denote co-state variables of K and Kpg, respectively. The optimal

solution satisfies the system of equations:

OHF ! A Urr

= —U;+ )\ =0 = = =—1I 3.46
OHF ! \e Unory

= U A =0 — = ZEE I 3.47
QIE Ip T AE = )\E U, E; ( )
A U, A
3 :P+5—TFFK = N =p+0— Fg; (3.48)
A U A

One immediately can conclude from the left hand equations of Eq. 3.48/and 3.49
that in the steady state the net rates of return are the same with respect to both

capital stocks:

r is the steady state net rate of return that — below — turns out to equal p.
Burmeister (1980, p. 131 — 134) shows that in the steady state multiple capital
stocks K; can be aggregated to K with the property dK/dr < 0, if:

dK;
2277” <0 and FKiKi < 0. (351)

By forming the total differential of Eq. 3.50/ and making some minor manipula-
tions, it follows that in the steady state:

1 1 dK _ dKg

= = —= < 0. 3.52
FKK FKEKE dr dr ( )
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It is easy to see that this equation satisfies condition Eq. 3.52. Note, that this
aggregation condition is valid for the steady state.

In the following the dynamics of the system are analysed, if the initial capital
stocks are not in the steady state. If the left hand equations of Eq.[3.46/ and 3.47|
are equalised with the left hand equations of Eq. 13.48 and 3.49| respectively, one

can derive the following two useful differential equations:

I 1 Urr

;= Fe— o+ ), n= g I (3.53)
I 1 U

L (FxBx, — (p+0p), np = ——=£Z [, (3.54)
Ip nNeg UIE

These equations show that the growth rate of Ig exceeds that of I, if Fg is
assumed to be relatively scarcer because investment into K leads to a higher rate of
return than into K. The accumulation process leads to decreasing differences of the
net return rates of the capital stocks, which causes the growth rates of investments
to converge. This implies that the share Ig/(I + Ig) decreases and asymptotically
approaches its steady state in which the condition in Eq. 3.50/ holds.

Obviously, the steady state condition Eq.[3.50 does not hold, if the initial capital
stocks do not equal the steady state level.'®> Therefore, in the case of diminishing
returns of both capital stocks the aggregation condition Eq. 3.51/is not fulfilled and
therefore the capital stocks cannot be aggregated. This implies that both capital
stocks have to modelled explicitly, if the interest is in transition dynamics.

The analysis above regards the coverage of models that consider energy related
COs emission mitigation. If the static separability condition is assumed not to
hold, then models that employ marginal cost functions MCF and energy system
models ESM are questionable for the analysis of the economic consequences of cli-
mate policies; see Ch. 2.7. The reason is that both model types do not represent
the macro-economic feedbacks with the energy system, which might change the
income distribution. Moreover, the dynamic analysis beyond the steady state sug-
gests that modelling disaggregated capital stocks within a framework of economic
growth is necessary, since the relative scarcity of capital stocks have implications
on the investment dynamics. The primary guiding question of this thesis addresses

the temporary role of CCS being essentially a transitory phenomenon beyond the

3Except for an obvious special case.
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steady state. Thus, the sound assessment of CCS and other CO5 emission mitigation
options has to take account of the macro-economic feedbacks.

Two points should be noted. First, even in the case of heterogenous capital
goods the decentralised market solution leads to a Pareto optimal equilibrium, if a
complete set of future markets is present. Moreover, the saddle point property of
the decentralised system is maintained, even if the initial conditions of multiple cap-
ital stocks do not coincide with their steady state values; see Dorfman et al. (1958,
Ch. 11) and Burgstaller (1994, Ch. 2). This implies that the social welfare max-
imisation replicates the market solution with respect to the steady state and the
transition dynamics. Second, the discussion above does not comprise the question
of the aggregation of various sectors producing various end-use goods like food,
movies, houses etc. into an aggregate production function with an aggregate capital
stock; see Burmeister (1980).

3.6.3 Endogenous Technological Change

In the following the Ramsey model is extended to an endogenous growth model.
The primary focus is to validate the model variants against empirical data series
in order to discriminate between model variants and to ask for parameter values of
particular functional relationships. In the end the implications for the MIND model
are discussed.

In this section the Ramsey model is extended by endogenous labour augmenting
technological change that is represented in the variable A. Increasing A shifts the
labour demand curve, which increases the willingness to pay for the same amount
of labour as the productivity is higher. There are four different variants by which
technological change is induced that lead to an increase of A. Two are related to

research, development and deployment (RD&D) or physical capital investments:

1. RD&D investments RD induce direct effect on the labour productivity;
see Jones (1995a), Jones and Williams (2000) and Edenhofer (1999).

2. RD&D investment share RD/Y induces direct effect on the labour pro-
ductivity.

3. Capital investments [ induce an external effect on the labour
productivity; see  Scott (1989),  Greiner and Semmler (2001)  and



74 CHAPTER 3. THE RAMSEY MODEL

Greiner and Semmler (2002).

4. Capital investment share I/Y induces an external effect on the labour

productivity.

The model and its variants can be stated as follows:

71=2050 c
| — —pt = .
1\1/{152% w! / e "log (L) dt; (3.55)
T0=1970
5 511/6 ~ 1

V=0 (A L) +&K)", 6=1- p (3.56)
K =1-/K, 1>0, K(t=ty) = Ky; (3.57)
Y=C+I1+RD C > 0; (3.58)
A= a3RD% A%, RD >0, A(t=ty) = Ay, (3.59)
A RD\"™
Z = Oy (7) — 5A4, RD Z 0, A(t = to) = Ao, (360)
A=l =6y, RD =0, A(t=ty) = Ay, (3.61)
4_ I)* 5 RD=0, Alt=t)=A4 (3.62)
A Qo, % Ag =Y, = lo) = Ao- .

In the two cases with RD&D investments the variable RD enters the budget equa-
tion in order to take account of the trade-off with consumption. The investments in
physical capital are different from the RD&D expenditures from a conceptual point
of view. The physical investments built up production capacities in the respective
sectors, while the RD&D expenditures increase the efficiency of production factors.
The RD&D investments are assumed to be financed by a social optimal lump-sum
tax. The RD&D activity does not require production factors.

The initial period of the models time horizon is 1970. The terminal period 2050
is chosen for computational reasons that are related to the terminal value problem
and are discussed in detail in Ch.[2.5.3.

The functions are given in parametric form because the model is computed nu-
merically. In Eq. [3.55 the logarithmic function is a specific form of the utility
function in each period. In Eq. 3.56 the production function is of the CES-type.
The Eq. 3.59/—13.62|are alternatively applied for the four modelling approaches. For
the model variants 3. and 4. the RD&D expenditures RD equal zero. The initial
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condition A is calibrated to reproduce the data in the initial period. The other
parameters will be introduced next.

The parameter « is a productivity parameter. The parameter ( is a dampening
factor that represents intra-period diminishing returns; Jones and Williams (2000)
called it the stepping-on-toes parameter. The parameter ¢ is an inter-temporal
dampening factor that controls the negative impact of accumulated knowledge on
the subsequent accumulation; Jones and Williams (2000) called it the standing-on-
shoulders parameter. The parameter d, represents the obsolescence of knowledge
through time or if it is negative it indicates exogenous technological progress.

The goodness of validation criterion V' is as follows:

16 — 120\ 2\ RD(t) — RDP()\ )
V:(Z( (1) )> +<Z( RDP(1) >> .

t t

Variables with the superscript D denote the time series data. The relative devi-
ations between the model results and the data for each time step have been chosen
in order to avoid a bias that could arise within a growing economy and to avoid a
bias that arises from differences of the nominal magnitude of the variables I and
RD. The weighting factor w is set to 1 for the model variants 1. and 2. and set to
0.5 for the model variants 2. and 4.

The criterion V' is minimised by varying the parameters in one of Eq. 13.59 —
3.62, depending on the model variant. The minimisation procedure is taken from
Judd (1999, p. 114 — 115) and implemented in MatLab, which in turn calls the opti-
misation for the particular model variant written in GAMS. This program structure
is embedded into the simulation environment (SimEnv), which is able to validate
various model variants, for several countries and data sets on a parallel comput-
ing machine. This software environment is called M Odel V alidation Environment
(MOVE). So far, MOVE is only able to validate single economies without trade and
knowledge spill-overs.

The validation has been undertaken for a number of OECD countries based on
time series from the OECD database. In the following the results for Germany
are presented (see Fig. 3.6) because an extensive presentation of the results of all
countries would be too space consuming. The results for the discrimination between
the model variants are similar for these countries.

Fig.[3.6(a) and 3.6(b) show the validation results for the RD&D expenditures

for the model variants 1. and 2. Obviously, the agreement between data and model
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Figure 3.6: Validation of the Ramsey model with endogenous growth for the four model variants.
The example here is Germany and the monetary units are tril. Deutsch Mark (DM) deflated to
1995. The figures show the comparison of empirical data and model variables for the optimal
parameter sets found with MOVE. The parameter values and the validation criterion are given in
the figures.
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is better for variant 2., but both variants seem not to reproduce the data very well.
Variant 1. exhibits an inverted-U shape although the RD&D expenditures increase
over time. The much higher validation criterion of this variant is also due to the
worse reproduction of the investment time series (not shown). Therefore, within the
class of models with RD&D investments, the variant with RD&D share is superior
to that with absolute RD&D investments.

Fig. 3.6(c) and 3.6(d)| show the validation results for the capital investments
for the model variants 3. and 4. Both variants are comparable with respect to the
validation criterion; variant 3. seems a bit superior. During the seventies the data
on investments stagnate and increase during the eighties until today. The sharp

take-off in the late eighties can not be reproduced.

Fig. 3.6(e) and 3.6(f) show the comparison for income Y for variants 2. and 3.

Although this variable does not enter the validation criterion, both variants are able
to reproduce the time series quite well. Variant 3. shows a very close matching,

while in variant 2. the model economy grows faster than the empiric time series.

This validation exercise indicates that endogenous growth models based on
RD&D investments are not really appropriate to reproduce historic time series.
The modelling approach that assumes an external effect from capital investments

on labour productivity is much better for explaining historical time series.

The model MIND is different from the model structure given above, since en-
ergy enters the production function. It is reasonable that the productivity of en-
ergy also increases endogenously according to the concept of Harrod-neutrality.
This means that in MIND the bias of productivity growth between labour and
energy is modelled. The endogenous determination of two productivity increases
is difficult to model, if both depend on the same single variable for investments.
Therefore, in MIND the endogenous growth of labour and energy productivity
is determined by specific RD&D investments for these two distinct purposes. In
Edenhofer et al. (2004b) an approach based on externalities from capital invest-
ments is developed to overcome this problem and still to represent the bias in pro-
ductivity growth.

There are two alternative modelling approaches of endogenous technological
change related to the macro-economic production function in the scientific litera-
ture on COy emission mitigation. First, in Nordhaus (2002) the R&D expenditures

increase one capital stock, which affects the emission intensity factor that translates
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economic output into carbon emissions, without account for energy as a production
factor. In Buonanno et al. (2003) this knowledge capital stock additionally affects
the total factor productivity of production. In this approach there is no bias in
technological change and an effect on distribution is not taken into account, ex-
plicitly. The endogenous bias in technological change has not been integrated into
integrated assessment models. Analytical models of the bias have been discussed in
Edenhofer (1999) and Smulders and Nooij (2003).

3.7 Discussion and Conclusion

This chapter dealt with the Ramsey model at the analytical level and has been
extended into three direction. The Ramsey model is the economic backbone of the
MIND model that will be introduced in the next chapter. MIND integrates inter
alia the three extensions into one framework.

The Ramsey model is a growth model that takes account of the intertemporal
effects of saving and consumption. The intertemporal effect of saving on current
well-being is taken into account through shadow prices attributed to stock variables.
In the basic Ramsey model this has been the capital stock. The maximum principle
solution technique by Pontrjagin leads to an intertemporal optimal solution for the
control variables. The social optimal solution is equivalent to the market solution.

The model is augmented by the production factor fossil fuels, which leads to
emissions that accumulate in a stock pollution that harms welfare. This mimics
the basic mechanism of climate change. As expected, the analysis shows that the
decentralised market solution does not lead to the social optimal solution, which
is due to the environmental stock pollution. The steady-state solution suggests
a capital theoretic interpretation, since the current emissions lead to long lasting
reductions of welfare that have to be internalised into the calculation of fossil fuel
use. The interesting thing in the transition analysis is that the social optimal policy
could allow an overshooting of the emissions. This is due to relative scarcities of the
capital and the pollution stock that lead to an intertemporally consistent solution
that allows initially increasing and then decreasing emissions. This is a contribution
to the theoretical foundation of the environmental Kuzents curve EKC.

Since the production of useable secondary from primary energy is a capital in-

tensive production process, the focus is put on the sectors that supply and demand
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secondary energy within a Ramsey model with multiple capital stocks. This leads
to the question whether the capital stocks in the two sectors could be aggregated or
should be modelled separately. Application of standard conditions of aggregation in
a static setting revealed that this requires a very restrictive assumption: the elas-
ticity of substitution between capital and primary energy in the supply sector has
to be the same as that between capital and secondary energy in the demand sec-
tor. Moreover, the investment dynamics into two capital stocks has to be modelled
explicitly, if the system starts at arbitrary initial capital stocks, which is required
by dynamic conditions for capital stock aggregation. This is a contribution to the
theory of production and capital aggregation.

Assessments of CO, emission mitigation targets should be based on models that
reproduce time series of empirical data. For this purpose four model variants of
an endogenous growth model are validated against data. The validation is done by
finding the set of parameters that lead to optimal reproduction of the data by the
model. It has been found that models that are based on positive externalities of
capital investments on labour productivity are superior to models that model tech-
nological progress as directly improving labour productivity due to specific RD&D
expenditures.

This leads to the conclusion that hybrid-type models are necessary, if long-term
assessment of CO, emission mitigation options are studied. This is related to the
explicit representation of the climate system as well as the energy system within
a growth theoretic framework. The validation of such models requires additional

research.






Chapter 4

MIND — The Model of Investment
and Technological Change

In the preceding Ch. (3 the treatment of capital and investment within the Ramsey
model has been introduced and extensions to take account of climate change, energy
and endogenous technological change were presented. In this chapter the model
MIND1.0 is developedH

The section is organised as follows. First, an overview is given in Ch. [4.1] of
the model structure and the integration of the climate and the energy system with
the economic system. Then the model is laid out in detail with respect to the
mathematical representation in Ch./4.2 and the exogenous assumptions on parameter
values and exogenous scenarios in Ch. 4.3. Computational issues are discussed in
Ch.[4.4. Next, results and sensitivity analysis with and without exogenous CCS are
presented in Ch.[4.5. In the end conclusions are drawn (Ch. [4.6]).

4.1 Overview of the Model

This model integrates the three extensions of the Ramsey model introduced above
into a single framework, adds renewable energy technologies with learning by doing
and adds CCS as an exogenous path. Therefore, it is a Ramsey-type growth model
with sectoral disaggregation, explicit treatment of energy, endogenous technologi-

cal change and a climate model. Implications on macro-economic variables — like

IThis is an extension of Edenhofer et al. (2005).
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investment rates and income distribution — caused by climate protection strategies
can be assessed. The effects of climate change on the economic system is modelled
by imposing guardrails on endogenous environmental variablesﬁ The model deals
with variables at the global level; i.e. there is no explicit treatment of trade.

The population number in MIND is given exogenously. SRES population sce-
narios common in the literature are used; therefore the comparability with other
models is assured. The modelling approach applies the concept of the representa-
tive household.

The economic system in MIND1.0 is essentially characterised by a multi-sectoral
production structure; see Fig. 4.1. There is a vertical as well as a horizontal disag-
gregation of the economy. At the highest level there is the aggregated production
sector. The three production factors capital, labour and energy are inputs to that
sector. The physical units of labour and energy can be increased by RD&D invest-
ments.

Energy has to be produced by three alternatives. First, secondary fossil energy is
produced with capital and fossil primary energy carriers. Second, renewable energy
is produced with capital. Third, traditional non-fossil energy (large hydro power,
nuclear energy, traditional biomass) is introduced exogenously. Fossil energy carriers
have to be produced, too, which requires capital.

There are two concepts of technological development in MIND. First, the aug-
mentation of energy and labour is due to specific investments into the development
of the corresponding efficiency parameters. This implies that the technical progress
is Harrod-neutral. Second, technological development takes place in this model
through physical investment in the renewable energy and the fossil resource sector.
This is represented through the concept of learning by doing. The experience de-
pends on cumulative investments. Moreover, the fossil energy extraction sector is
subject to increasing scarcity, which opposes the learning effect.

Fig. 4.1 shows that there are eight first order input factors: two of them are given
exogenously, two are knowledge capital and four are physical capital. The dynamics
of these six capital stocks are determined by investment flows and depreciation. In
each period the income is allocated either to consumption or to specific investments.

The multi-sectoral production function is embedded in a broader context implied

2 Alternatively, a damage function could be introduced, which has negative effects on economic

variables.
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Figure 4.1: Multi-sectoral structure of MIND1.0.

by the investment flows, the emissions and the constraints of the climate system. The
overall structure is given in Fig. 4.2, which consists of three parts. The global world
product GWP is allocated to consumption and investment in order to maximise
the welfare of the world population, as can be seen in the south-east part. The
maximisation is subject to constraints from the economic system (the middle part)
and constraints that are imposed on the climate systems (north-west part).

The explicit treatment of energy in the context of climate change is due to the
significance of energy related CO, emissions as has been emphasised in Sec. 2.3,

the significance for production and the long duration of energy related investments.
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Therefore, CO5 emissions can be seen as the by-product of using fossil energy car-
riers. Aerosol emissions are also modelled as by-product of fossil primary energy
use.

The CO4 emissions accumulate in the atmosphere over long time horizons, while
aerosols remain in the atmosphere for a short time, only. Both change the radiative
forcing, but with opposite signs. Additionally, other than COy GHG (OGHG) are
introduced exogenously. The increase of radiative forcing changes the GMT subject
to inert dynamics caused by the oceans.

In this thesis the model computes the social optimal CO, emission mitigation
strategy subject to constraints on environmental variables. This means that the
domain for optimisation is restricted. The constraints are lexicographic preferences
in accordance with the German Scientific Advisory Board for Global Change. This
board advices that the GMT should not exceed 2°C above pre-industrial levels and

the rate of temperature change should not exceed 0.2°C per decade.

4.2 The MIND Modules

This section develops the model structure of MINDI.0 in detail. The organisation
follows the modular structure given in Fig. 4.1 and Fig. 4.2.

4.2.1 The Household Sector

The household sector lies at the heart of MIND for four reasons that are discussed
in more detail below. First, the household sector’s intertemporal social welfare is
the objective that is maximised. Second, the household sector receives income for
the supply of production factors that are allocated to alternative purposes in order
to maximise the social intertemporal welfare function. Third, the demographic
development of the population is contained in the household sector. Fourth, the
climate protection constraint is imposed in the interest of the household sector.
The household’s intertemporal social welfare measure W is based on the con-
cept of the intra- and intertemporal preference aggregation introduced in Ch. [3.2.
The implementation for numerical computations requires a specific form for the per
capita utility function in each period. As in most IAMs of the Ramsey-type this

is assumed to be the natural logarithm of per capita consumption ¢ implying an
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intertemporal elasticity of substitution IES equal to one. The intertemporal social
welfare function is time discrete with a finite time horizon (7, 75) and the discounting
rate is p:
T2
W=> e L(t)og(c(t);  WER. (4.1)
t=71
The second point given above considers the allocation of a scarce income on alter-

native purposes summarised in the budget equation:

Y()=C{t)+ > In(t)+ > RDu(t) +Qt), ¥t (4.2)

The income Y can be allocated to the following purposes. First, consumption C'
that enters the welfare measure, second, the investments [, in physical capital
stocks and third RD&D expenditures RD,,. The indices m and n distinguish the
several investments in physical and knowledge capital, respectively. The variable
) represents other expenditures that are introduced as exogenous paths like for
non-modelled energy sources.

The third point making the household sector important is related to labour in-
come. The labour supply is closely connected to demographic development. The
population number of the household sector is given exogenously and the supply
of labour is inelastic with respect to wages and wealth; there is no labour-leisure
choice. The concept of the representative household states that the labour produc-
tivity — and therefore the wage — is the same for everybody. This implies that the
demographic structure of the population has no influence on economic growth.

The fourth point given above is that the climate protection constraint is imposed
in the interest of the household sector. Two constraints are imposed on the develop-
ment of the global mean temperature GMT that is denoted T'. The first constraint
limits the GMT to stay below G Ry and the second limits the rate of change of GMT
GRAT:

T(t) < GRr, Vi€ [n,nl; (4.3)
T(t + 1) — T(t + 1) S GRAT, Vvt S [7’1,7'2}. (44)

This approach follows the cost-effectiveness mode of policy optimisation analysis.
Alternatively, the change of climate or other environmental variables affect welfare

directly. This seems plausible, since climate change might affect the private property
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values, the health and well-being of households to a considerable extent. The cost-
effectiveness mode is chosen because the selection of damage functions is highly
questionable.

The social planning problem is to allocate Y to the alternative purposes in order
to maximise W subject to economic and natural functional relationships and — if
considered — the climate protection constraints. The functional relationships will be
introduced in the following subsections.

A 